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Preface 

In the recent past, Mixed Reality (MR) technologies play an increasing role in 
Human-Robot Interactions (HRI) such as telerobotics. The visual combination of 
digital contents with real working spaces creates a simulated environment that is 
set out to enhance these interactions. A variety of researches explored the 
possibilities of Mixed Reality and the area of human-robot interaction. From a 
thorough review of competitive books in both areas, it was found that there has 
not been a collected publication that focuses on integration of MR application into 
Human-Robot Interaction in the context of all kinds of engineering disciplines, 
although there are only 20-30 noted researchers in the world who are now 
focusing this new, emerging, and cutting-edge interdisciplinary research area. This 
area is expanding fast from what were observed in the new special 
sessions/themes/workshops of leading international research conferences. The 
book addresses and discusses fundamental scientific issues, technical 
implementations, lab testing, and industrial applications and case studies of Mixed 
Reality in Human-Robot Interaction. Furthermore, more and more researchers in 
applying MR in these areas emerge and need a guide to bring the existing state-of-
the-art into their awareness and start their own research quickly. Therefore, there 
is as strong need to have a milestone-like guidance book for following researchers 
who are interested in this area to catch up the recent progress.  

The book is a reference book that not only acts as meta-book in the field that 
defines and frames Mixed Reality use in Human-Robot Interaction, but also 
addresses up-coming trends and emerging directions of the field. The target 
audiences of the book are practitioners, academics, researchers, and graduate 
students at universities, and industrial research that work with Mixed Reality and 
Human-robot interaction in various engineering disciplines such as aerospace, 
mechanical, industrial, manufacturing, construction, civil, and design, and also the 
disaster research and rescue. 

The book addresses a variety of relevant issues in Mixed Reality (MR). 
Chapters covering the state-of-the-art in MR applications in all areas of human-
robot interactions and how they can be applied to influence the human-robot 
interface design and effectiveness in various engineering disciplines such as 
aerospace, mechanical, industrial, manufacturing, construction, civil, and design, 
and also the disaster research and rescue. The results of most recent internationally 
most renowned inter-disciplinary research projects presenting and discussing 
application solutions of MR technologies in Human-Robot Interaction. The topics 
covered by the book include psychological fundamentals in Human-Robot 
Interaction, innovative concepts of integrating Mixed Reality and Human-Robot 
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Interaction, the development/implementation of integrating Mixed Reality and 
Human-Robot Interaction, and evaluation of Mixed Reality-based Human-Robot 
Interactions. 

This book offers a comprehensive reference volume to the state-of-the-art in 
the area of MR in Human-Robot Interaction. This book is an excellent mix of over 
9 leading researcher/experts in multiple disciplines from academia and industry. 
All authors are experts and/or top researchers in their respective areas and each of 
the chapters has been rigorously reviewed for intellectual contents by the editorial 
team to ensure a high quality. This book provides up-to-date insight into the 
current research topics in this field as well as the latest technological 
advancements and the best working examples.  

To begin, James E Young, Ehud Sharlin, and Takeo Igarash, the terminology of 
Mixed Reality in the context of robotics, in their chapter What is Mixed Reality, 
ANYWay? Considering the Boundaries of mixed reality in the Context of Robots. 
They clarified the definition of MR as a concept that considers how the virtual and 
real worlds can be combined rather than a class of given technology. Further, they 
posit robots as mixed-reality devices, and present a set of implications and 
questions for what this implies for MR interaction with robots. 

The second chapter User-Centered HRI: HRI Research Methodology for 
Designers by Myungsuk Kim, Kwangmyung Oh, Jeong-Gun Choi, Jinyoung Jung, 
and Yunkyung Kim, introduces the field of user-centered HRI, which differs from 
the existing technology-driven approach adopted by HRI researchers in 
emphasizing the technological improvement of robots. It proposes a basic 
framework for user-centered HRI research, by considering three main elements of 
“aesthetic”, “operational”, and “social” contextuability. 

Human-robot interfaces can be challenging and tiresome because of 
misalignments in the control and view relationships. These mental transformations 
can increase task difficulty and decrease task performance. Brian P. DeJong, J. 
Edward Colgate, and Michael A. Peshkin discussed, in Mental Transformations in 
Human-Robot Interaction, how to improve task performance by decreasing the 
mental transformations in a human-robot interface. It presents a mathematical 
framework, reviews relevant background, analyzes both single and multiple 
camera-display interfaces, and presents the implementation of a mentally efficient 
interface. 

Next chapter, by David B. Kaber, Sang-Hwan Kim and Xuezhong Wang, in 
Computational Cognitive Modeling of Human-Robot Interaction Using a GOMS 
Methodology, presents a computational cognitive modeling aproach to further 
understand human behavior and strategy in robotic rover control. GOMS (Goals, 
Operators, Methods, Selection Rules) Language models of rover control were 
constructed based on a task analysis and observations during human rover control 
trials. 

During the past several years, mobile robots have been applied as an efficient 
solution to explore inaccessible or dangerous environments. As another 
application of Mixed Reality concept into the Robotics, the chapter, A Mixed 
Reality-based Teleoperation Interface for Mobile Robot by Xiangyu Wang and Jie 
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Zhu, introduces a Mixed Reality-based interface that can increase the operator’s 
situational awareness and spatial cognitive skills that are critical to teleorobotics 
and teleoperation.  

The chapter by Iman Mohammad Rezazadehi, Moohammad Firoozabadi, and 
Xiangyu Wang, Evaluating the Usability of Virtual Environment by Employing 
Affective Measures, explores a new approach that is based on exploring affective 
status and cues for evaluating the performance and designing quality of virtual 
environments.   

Building intelligent behaviors is an important aspect of developing a robot for 
use in security monitoring services. The following chapter, Security Robot 
Simulator, by Wei-Han Hung, Peter Liu, and Shih-Chung Jessy Kang, proposes a 
framework for the simulation of security robots, called the security robot 
simulator (SRS), which is aimed at providing a fully inclusive simulation 
environment from fundamental physics behaviors to high-level robot scenarios for 
developers.  

The final chapter by K.L. Koay, D.S. Syrdal, K. Dautenhahn, K. Arent, Ł. 
Małek, and B. Kreczmer, titled Companion Migration – Initial participants’ 
feedback from A VIDEO-based Prototyping Study, presents findings from a user 
study which investigated users’ perceptions and their acceptability of a 
Companion and associated 'personality' which migrated between different 
embodiments (i.e. avatar and robot) to accomplish its tasks. 
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Companion Migration – Initial Participants’ Feedback 
from a Video-Based Prototyping Study 

K.L. Koay1, D.S. Syrdal1, K. Dautenhahn1, K. Arent2, Ł. Małek2,  
and B. Kreczmer2  

1 University of Hertfordshire, U.K.      
2 Wrocław University of Technology, Poland 

Abstract. This chapter presents findings from a user study which investigated  
users’ perceptions and their acceptability of a Companion and associated 'personality' 
which migrated between different embodiments (i.e. avatar and robot) to accomplish 
its tasks. Various issues such as Companion migration decision, Retention of 
Companion identity in different embodiments, Personalisation of Companion, users’ 
privacy and control over the technology are discussed. Authorisation guidelines for 
Companions regarding migration, accessing an embodiment and the data stored in the 
embodiment are proposed and discussed for future design of migration Companion. 

Keywords: Migration Companion, Virtual Agent, Human-Robot Interaction, 
Social Robotics, Robot Companion. 

1   Introduction 

The goal of much current Human-Robot Interaction and Human-Computer 
Interaction research is to create an artificial entity that can support its user in their 
daily activities and in their own social setting. This artificial entity should be able 
to create social and emotional relationships with its user through long-term 
interaction by learning and respecting user’s preferences (Koay et al., 2007), 
habits, requirements, and relate to a user in some of the ways that a human might 
in a natural way (Bickmore and Picard 2005; Dautenhahn 2004; Goodrich and 
Schultz 2007). 

It would be useful if such an artificial entity were not limited to a single 
embodiment, such as a particular robot or avatar whose abilities are constrained 
to their fixed embodiments and functionalities within their particular 
environment (Kidd and Breazeal 2007; Imai et al. 1999; Koay et al. 2009a). 
Hence it is beneficial to have a single instance of the artificial entity, that a user 
is familiar with and that can migrate from one embodiment to another as required 
to achieve particular goals (O’Hare et al., 2003). The personality of the artificial 
entity here is defined as the persistent features which make it unique and 
recognizable from the owner’s perspective. For the purpose of this book chapter 
we call a Companion an artificial entity with a personality (as defined above) and 
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the capability of migrating between different embodiments to support the user’s 
daily activities. 

Being able to migrate between different embodiments allows the Companion to 
continuously provide assistance to the user (Ogawa and Ono, 2008) and can 
achieve a stronger sense of contextual and situational awareness of its physical 
and social environment. This helps improve the Companion's understanding of its 
user, which should lead to improving their relationship, thus contributing to a 
sense of Companionship for the user (Koay et al., 2009b). Over time the 
Companion will establish its own unique identity and beliefs and should be able to 
maintain a relationship with the user that is unique, individual and personal 
regardless of the Companion’s embodiments (MacDorman and Cowley, 2006). 
This will provide the user with a strong sense of familiarity and trust that will 
encourage them to interact with the Companion over a long-term period. 

The Companion, in the context of our research project, should provide 
physical task support, utilizing appropriate physical embodiments, and also to act 
as a cognitive prosthetic, utilizing simple hand-held devices, such as a mobile 
phone which the user can easily carry. Furthermore it is easier for the user to take 
their Companion with them outside (e.g. during travel) when it inhabits a hand-
held device rather than transporting a larger scale robot. For example, a 
Companion would be particular useful (but not limited) to help an elderly user or 
person with special needs to continue independently living in their own home. 
The Companion could provide physical assistance, such as helping them to get up 
from their seats, fetching them their medication at night or by acting as a 
cognitive prosthetic by reminding them about their glossaries and appointments 
regardless of where they are. 

However, the challenges for any successful new technology include not only 
identifying the technical aspects of its functionalities and usability but also to 
examine the users’ perspectives. In this chapter, we will explore users’ perceptions 
and their acceptability of a Companion migrating between virtual embodiments, 
namely a computer generated avatar and a robot with a physical embodiment in 
the real world, to accomplish its tasks. This includes not only the identification of 
migratable attributes of the Companion, but also identifying key factors which 
enable the Companion to successfully express and retain its identity across 
different embodiments. 

Naturally, users have concerns with regard to privacy, usability and 
applicability (Syrdal et al., 2007) and these were also considered in the study. The 
main aims of the study are to guide the design of Companions that users want to 
interact with, and to be useful regardless of the embodiments they inhabit, and to 
be able to maintain their identity and the users’ belief that they are still interacting 
with the same Companion, regardless of the embodiments it occupies. 

2   Research Questions and Methodologies 

In order to create a specification of requirements and design guidelines for a 
migratable Companion, the following research question will need to be addressed: 
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 From a user's perspective, how does he perceive Companions changing 
embodiments, Companion’s retention of identity, user’s privacy, context of use 
and the functionality of migrating Companions? 

These issues are vital because if the users have no concept of their Companion 
being able to migrate between different embodiments, they may interpret the 
process of migration as a form of communication or collaboration between two 
artificial entities (Koay et al., 2009b). Therefore, it is important to understand 
from a user’s perspective how a Companion can convey the impression of 
Companion migration as an aspect of technology where the Companion is able to 
move between different embodiments as required. 

The concept of Companion migration in this chapter is based on a Soul and 
Shell terminology where the Companion functions as a "SOUL", while other 
physical devices (i.e. robots and avatars) function as a "SHELL". Only one 
instance of the Companion exists and is able to migrate between different shells 
(LIREC Deliverable D8.1, 2009). 

2.1   Video-Based Methodology 

To reach larger number of participants and to have greater control over a 
standardised experimental procedure, a video-based methodology (Woods et al. 
2006; Newell et al. 2006) was used for this study. Other advantages are that it 
avoids having to train each individual participant how to interact with the 
technology, and having technical malfunctions influence the experiences of some 
participants and biasing their feedback. The video-based methodology was also 
chosen as it allows participants to visualize the concept of Companion migration 
and possible application through controlled video narratives. This is a particularly 
effective method for collecting participants’ first impressions and opinions of the 
technology, without dwelling on any technical aspects that may occur when 
running actual hands-on trials. It was shown in previous studies to be particular 
effective for prototyping and collecting participants views without introducing 
bias (Woods et al. 2006; Walters et al. 2008). 

2.2   Back Translation of Questionnaire 

The questionnaire was initially created in English and then translated into Polish. 
In order to gauge the accuracy of this translation, this was in turn translated back 
into English. This is known as back translation and is an accepted method of 
assessing the reliability of questionnaire items across languages (Chapman and 
Carter, 1979). The participants had the option of responding in English or Polish. 
For the purpose of this analysis, Polish responses were translated into English by 
Polish native speakers. 

2.3   Context of Migration 

Being able to change its embodiment allows the Companion to present itself as a 
consistent presence and therefore should be perceived over time as reliable and 
trustworthy to its user. However this impression depends strongly on the 
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Companion context of migration, such as when the Companion should change its 
embodiments, which embodiments it should migrate to, and who should have the 
final say on the selection of a particular embodiment. Our approach for 
investigating this issue is to implement the Companion based on the following two 
hypotheses: 

H1 - Companion should not only have contextual and task awareness, but also 
a strong sense of the capabilities of the various embodiments it can 
migrate to in order to be useful and continue assisting their user. 

H2 - The Companion should migrate based on the context it perceives, the 
function it will perform (i.e. the particular embodiment required to 
perform the desired task), the role it should play in each embodiment 
(Kiesler and Goetz, 2002) and in response to a request from the user. 

This allows the Companion to automatically select an embodiment best suited for 
the task without direct intervention from the user. The Companions presented in 
the video scenarios were implemented with this capability. This enabled 
participants to experience the scenarios and (through questionnaires) provide their 
feedback with regard to their approval, disapproval and suggestions for dealing 
with Companion's context of migration. 

2.4   Companion Retention of Identity 

If a Companion can be present in different devices, this might cause some 
confusion to the user regarding its identity (Tomlinson et al., 2006). An important 
aspect of Companion migration is the ability for a Companion to maintain its 
identity (Martin et al., 2005) and the user’s belief that they are still interacting 
with the ‘same Companion’ in different embodiments (e.g., as it migrates from a 
humanoid robot to a zoomorphic robot platform). Most recent works addressing 
this issue use techniques such as displaying the owner’s name associated with 
their Companion (Yasuyuki and Kenji, 2001) or representing the Companion with 
some consistent visual cues such as colour, markings, common features or class of 
objects (Martin, 2007).  These techniques may be a good solution to assist users to 
easily identify their Companions in avatar form. However computing performance 
and resources available, and physical design restrictions can limit the behaviours, 
capabilities or features that might be characteristic to that Companion and 
therefore affect recognition by users (Martin et al. 2004). 

This study addresses these issues with participants through two different 
migration scenarios. The first scenario involved Companions migrating between 
two similar virtual embodiments (avatars) with the same appearance. However, 
the Companions had different sounds and voices that indicated the migration 
process. The second scenario involved Companion migrating between two 
embodiments with different appearances (i.e. avatar and robot). However, the 
migration sound and voice was different, but a visual cue was used as an 
indication of who the Companion belongs to. 
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2.5   User’s Privacy, Context of Use and the Functionality of Migrating 
Companions 

Users’ privacy is one of their main concerns, especially for Companions which 
have to learn about their users in order to serve them effectively. This is further 
aggravated when the Companion migrates to a different embodiment with private 
information. Therefore it is important to gain participants’ perspectives on what 
kind of personal information they would allow their Companion to learn in order 
for the Companion to complete its task appropriately (i.e. trade off between user 
privacy and user requirements, and Companion functionality). Therefore the video 
scenarios were designed to elicit participants’ responses, through an open-ended 
questionnaire, to the Companion seeking permission, functionality of the 
Companion migrating and personalisation of the Companion (Dautenhahn, 2004). 

3   Study Design 

The user study focused on Companion migration, taking account of the possibility 
that several Companions, associated to different users, may share the same set of 
available embodiments, or an embodiment that was different from what the user 
was used to. The study was conducted during the end of May 2009 at Wroclaw 
University of Technology in Poland in collaboration with the University of 
Hertfordshire in UK.  

3.1   The Participants 

A total of thirty-six participants, aged between 19 and 25 with a median age of 
twenty, took part in the study.  The proportion of participants’ genders was twenty 
seven males compared to nine females. Note, gender differences were not a key 
research question in our study, we thus did not attempt a gender balanced sample. 
Thirty of the participants were students of technical subjects while six participants 
studied non-technical subjects. 

3.2   The Videos 

Based on the above mentioned two hypotheses (H1 and H2), two videos of 
relevant scenarios were produced; one focused on Companion migration between 
two avatars (virtual embodiments), the other focused on Companion migration 
between an avatar and a robot (physical embodiment). The Companions were able 
to search for people through a local area network (Scenario 1) and various rooms 
in the building (Scenario 2) by migrating to a physical robot if the person is not 
connected to the local area network. 

3.2.1   Scenario 1 – Companion Migration between Two Virtual 
Embodiments 

Companion migration between two virtual embodiments (Fig. 2) involved two 
students Lucas (i.e. Student 1 or S1) and Adam (i.e. Student 2 or S2) interacting  
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Fig. 1.  The two different embodiments used by the Companion in the videos. (a)The 
Companion’s virtual embodiment (i.e. Xface) can be seen on the screen of the monitor, (b) 
the Companion’s Physical Embodiment (i.e. Spunik) can be seen on the floor. 

with their respective Companions, Alice (Companion of Student 1 or CS1) and 
Eva (Companion of Student CS2), which occupied avatars (Xface, see Fig 1.a) in 
their personal computers. S1 requested his Companion CS1 to deliver a message 
to S2. This involved CS1 asking S2 for appointments through the mediation of 
CS2 since CS2 was occupying the graphics character on S2’s computer. If S2 
agreed to interact with CS1, this involved CS2 informing S2 that it will relinquish 
the avatar for CS1 to migrate to. The migration process of both Companions was 
clearly indicated visually and aurally. The message was therefore delivered by 
CS1 to S2 in a way which took into account relations between S1 and S2.  

After delivering the message both CS1 and CS2 migrated back to their previous 
embodiment. This scenario aimed to explore issues relevant to; i) decision of 
migration, ii) process of migration, iii) sharing the same embodiment by two 
Companions, and iv) retention of Companions’ identities. 

 

Fig. 2.  Part of the narrative shown in the Scenario 1 video. The columns represent the 
event time-line, the text boxes show speech between the user and the Companions at that 
time-line event. 

CS1: I’m back, your 
message has been 
delivered. 

CS1: Hi, S1 has asked me to tell you... 
S2: Thanks. 
CS1: I am getting back. Bye! 

S1: Alice (CS1) 
CS1: Yes, what can I do for you? 
S1:  Deliver a message 

CS2: The agent of S1 is asking you for an 
appointment. Would you accept the request? 

S2:  Yes. 
CS2: The agent of S1 is coming. See you! 

(a) (b)
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3.2.2   Scenario 2 – Companion Migration between a Virtual Embodiment 
and a Physical Embodiment 

Migration between a graphical character and robot (see Fig.3) involved two 
students (S1 and S2) and a Teacher (T). S1 was interacting with his personal 
Companion CS1 which occupied Xface in his computer, while S2 was interacting 
with T in the robotic lab. S1 requested his Companion CS1 to deliver a message to 
S2. This involved CS1 migrating into a physical robot embodiment (Sputnik, see 
Fig 1.b) in order to search for S2 in the robotic lab. The migration process to and 
from both Xface and Sputnik was clearly indicated visually and aurally. Similarly, 
the message was delivered by CS1 to S2 taking account of relations with S1. This 
scenario explored issues relevant to; i) the decision of migration, ii) process of 
migration, iii) taking over different embodiments, iv) cooperation between the 
Companion and the robot’s navigation system. 

3.2.3   Companions’ Behaviours and Embodiments Design Decisions 
The process of migration with respect to the virtual embodiments was expressed 
by synchronised graphical animations and sound effects. The sound effects 
included sounds accompanying the departure and arrival of Companions in an 
embodiment. The sounds were based on Doppler shift effects, which provided a 
unique sound for each Companion. As with the avatar animation, the face of a 
graphical character disappeared from the screen just before a Companion vacated 
the avatar and only reappeared if a Companion migrated into the avatar. In the  
 

 

 

Fig. 3.  Part of the narrative from the scenario 2 video. The columns represent the event 
time-line, the text boxes show speech between the user and the Companions at that timeline 
event. 

S1: Find S2. 
CS1: What should I tell him? 
S1: S2, contact me please... 

CS1: I’m back. I have 
managed to deliver 
your message to S2. 

CS1: ... S2, if you are here come to 
me please...  
Could you please contact S1? 
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trial the avatar was unique to a computer and not to any particular Companion. 
However the voice assigned to each Companion was unique. 

The case of two Companions sharing a single avatar is very interesting from the 
perspective of migration. It allows the exploration of issues such as how 
participants felt about a Companion asking permission from its owner on behalf of 
another Companion and the ability of the participants to differentiate the two 
different Companions based on their behaviours and sounds (migration sound and 
speech). The latter issue is also relevant to users’ perspectives of the Companion 
migrating into a robot (i.e. the robot had different speech synthesisers and quality 
of speakers). 

In the case of the robot, the robot’s physical behaviour (i.e. head lifted up from 
a bowed head posture), sound effects (unique to each Companion) and graphical 
cues were used for indicating the migration process. The graphical cues were 
expressed through a small display on the robot’s LCD panel, which functioned as 
an electronic badge (see Fig. 4) and indicated the identity of the Companion, and 
also expressed its intentionality. 

In the context of migration of a Companion to a robot, the identity and the 
intention of the Companion are very important. People should be aware of the 
robot’s intentions and for whom the robot is performing the tasks. In this trial, the 
electronic badge was the best option for exploring these issues since the study was 
aimed at participants that were encountering these systems for the first time. 

 

    
Fig. 4.  Robot’s LCD Information Panel. a) No Companion present and the robot has no 
task to perform. b) Lucas (S1) Companion is occupying the robot and has a message to 
deliver. c) Lucas’s (S1) Companion has left the robot and the robot’s basic function is 
activated to bring the robot back to its home location. 

3.3   Experimental Procedure 

The experimental procedure was conducted in the following stages: 

Stage 1: Participants were introduced to the research, and questionnaires were 
handed out. They were asked to fill in the first page and not to go beyond 
the first page. They were also told that we are interested in their opinions 
and that there is no right or wrong answer to the questions.  

Stage 2: The participants were shown Scenario 1 video; the Companion 
migrating between two virtual embodiments. After watching the Scenario 1 

(a) (b) (c)
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video, the participants were asked to fill in pages 2 and 3 of the 
questionnaire. 

Stage 3: The participants were then shown the Scenario 2 video; the Companion 
migrating between a virtual and physical embodiment. Similarly, after 
watching the second video, participants were asked to complete the 
remainder of the questionnaire. 

3.4   Questionnaire 

The questionnaire consisted of 26 questions. They were divided into 6 pages 
where the questions on each page were formed to address a particular context. 
Page 1 of the questionnaire collected participants’ demographic data.  Page 2 and 
3 dealt with Scenario 1, page 2 focused on participants feeling about the two 
Companions, while page 3 focused on issues of Companion migration between 
virtual embodiments. Page 4 and 5 dealt with Scenario 2; Page 4 focused on the 
Companion migrating into the physical embodiment (i.e. robot) while page 5 
focused on participants’ understanding of the robot’s LCD information panel 
(which allowed the Companion to express ownership of the embodiment, and also 
showed the robot’s and Companion’s goal through the screen). Page 6 focused on 
the general issues of migration technology, such as possible usage other than that 
shown in the video and personalization of Companion.  

Participants were told that they were under no obligation to complete the 
questionnaire, and to skip individual questions they did not wish to answer. 
However it would be appreciated if they completed the other questions.   

4   Results 

The results are divided into subsections addressing each research question 
proposed above (section 2). The results were based on descriptive analysis as the 
questionnaire was based on open-ended questions. Participants responses were 
categorised accordingly for analysis and their responses may not be mutually 
exclusive. Note that participants were asked to fill in the questionnaire voluntarily, 
hence it was expected that there were be some questions which certain participants 
may not have wished to answer.   

4.1   Companion Migration between Computers 

This sub-section addresses participants’ feedback with regard to what participants 
saw in the Scenario 1 video. 

4.1.1   Feeling about Their Companion Migrating Away 
Overall, 25 participants felt positive towards the idea of their Companion 
migrating away from their computer, while 9 participants were negative. Twelve 
participants referred to how easy or difficult it was to accomplish tasks using the 
Companion in this manner, 10 participants referred to alternative methods of using 
the Companion to accomplish the task without migration. Eight participants 
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addressed technical issues regarding migration and 6 participants referred to 
privacy issues in connection with Companion migration. 

4.1.2   Feeling about Other’s Companion Migrating into Their Computer 
Overall, 24 participants felt positive towards the idea of another person's 
Companion migrating into their computer, while 9 participants were negative. The 
reasoning behind their responses was related to Privacy, Control and Ease of Use, 
with each having 16 references, 13 references and 9 references respectively. 

4.1.3   Companion Asking Permission 
Overall the answers of 26 participants suggested that they were satisfied with the 
way that the Companion asked for permission to migrate, while 8 participants 
were dissatisfied. The reasoning given by the participants were sorted into 5 
categories: No added information, Politeness/Social Acceptability, Duration, Ease 
of Use, and Necessity of Permission. 

Of the 26 satisfied participants, 8 of them indicated that Politeness/Social 
Acceptability was the main reason behind their satisfaction for the way the 
Companions asked for permission (i.e. the Companions were polite, acting quite 
natural and their behaviours were appropriate to the situation). Ease of Use was 
the main reason for 6 participants (i.e. used a simple question to get a straight 
answer, it was factual and understandable, etc.). Three participants highlighted the 
necessity of permission where they indicated their concerns for privacy (i.e. our 
own privacy is a very important issue; many questions are necessary, etc.). Nine 
participants from the No Additional Information category complemented the way 
permission was asked (i.e. it was good, it’s ok, the way was decent, etc.) 

Five participants who were dissatisfied with the way the Companions asked 
permission highlighted that the process took too long, while one participant 
proposed the use of a different modality (i.e. show an icon) to speed up the 
permission seeking process. Interestingly one participant actually preferred the 
Companion to migrate without asking for permission due to dissatisfaction with 
the way the Companion sought permission from the user. 

When participants were asked to suggest a better way for the Companion to ask 
for permission, 6 participants suggested using different modalities (i.e. use a short 
text message if the user is busy on the computer, or otherwise use speech, but with 
a short status message like “question is being asked”, highlighted by suitable 
characteristic sound, etc.). Two participants suggested that the duration should be 
shorter (i.e. shorter speech). Interestingly one of the participants even suggested 
this at the expense of not having the Companion seeking permission. Two 
participants suggested that the Companion should have a higher clarity of speech 
(i.e. basic vocabulary and speak slower) and one participant suggested the 
Companion should be more personal and have a better knowledge of its owner. 

4.1.4   Differences between the Two Companions 
Participants’ feedback with regard to seeing the differences between the two 
Companions (Alice and Eva) suggested that the Companions’ sound (i.e. 
migration sound, speech) and behaviours were the main characteristics that helped 
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them differentiate the two Companions. Of the 16 participants who were able to 
differentiate the two Companions, 12 references were attributed to the 
Companions’ sound (both migration sound and speech) and only 7 references 
were attributed to the Companions’ behaviour. Sixteen participants were not able 
to distinguish between the two Companions, but only 4 participants provided their 
reasoning. All four references were directed at the similarity in the Companions’ 
appearances, 2 references to the similarity of the Companions’ behaviours and 1 
reference to the similarity of the Companions’ sound as contributing to their 
inability to spot the different between the two Companions. The rest of the 12 
participants did not provide any reason as to why they did not spot the difference 
between the two Companions.  

Twenty-nine participants suggested that a better way of helping them 
distinguish the two Companions might be by altering the Companion’s 
appearance, sound, gender, behaviours and to allow some personalization options. 
Interestingly 22 references were made toward the Companions' appearances, 11 
references to the sounds, 6 references for personality, 5 references for gender and 
4 references to the Companion’s behaviours. Six participants suggested 
personalization option where they can personalize their own Companion. 

A majority of the participants (i.e. 11 participants) preferred Alice (CS1) over 
Eva (i.e. 3 participants) while 19 participants preferred neither or could not 
differentiate between the Companions. Interestingly, participants who have a 
preferences for one Companion over another, indicated that their preferences for a 
particular Companion were based on the Companions’ sound (i.e. 10 participants) 
and behaviour (i.e. 8 participants).  As expected none of the participants attributed 
their preferences to the Companions’ appearances, since both Companions had the 
same appearance. 

4.2   Companion Migration between Computer and Robot 

This section addresses participants’ feedback with regard to participants’ 
perceptions and views on the Scenario 2 video. 

4.2.1   Realisation of Companion Migration to Robot 
Twenty-four participants were satisfied with the way the Companion migrated 
into the robot (as shown in the Scenario 2 video), while nine participants felt 
negative.  Overall, twelve participants complemented the migration process and 
the idea of Companion to robot migration, 8 participants referred to the speed of 
the migration process, 3 participants referred to the robot's capabilities to provide 
extra functionality to the Companion, and 3 participants liked the Companion 
making use of simple technology (i.e. WI-FI for migration). Three participants 
suggested the idea of splitting the Companion into two entities i.e. “Companion 
should divide itself when migrating to the robot, so it would still be available on 
the computer for the user.” 
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4.2.2   Retention of Companion Identity – Migration from Avatar to Robot 
Interestingly, thirty-one participants could not see retention of Companion identity 
in the robot after the Companion migrated to the robot, while three participants 
could.  A majority of the reasons given by the thirty-one participants were that the 
robot’s voice was different from the Companion (13 references) and that there was 
no added information on the robot to indicate the Companion’s identity (13 
references). Of the three participants who noticed the retention of Companion’s 
identity in the robot, two of them referred to the icon “L” on the robot’s LCD 
panel, while one participant stated it was the robot’s agency (i.e. the robot shared 
the goal of the Companion). 

Although few participants acknowledged that the Companion retained its 
identity, it is interesting to note that the reasoning behind the most common reason 
raised for it not retaining its identity was the voice attribute. This may due to the 
fact that participants were used to the concept that the Companions have different 
sounds and maintained their individual sounds when migrating to different 
embodiments as shown in the Scenario 1 video. 

4.2.3   Robot’s Information LCD Panel 
Participants’ feedback with regard to the robot’s LCD panel indicated that twenty-
seven participants understood the message on the LCD panel while seven 
participants did not. Participants’ descriptions indicated that eleven participants 
understood the meaning of the Companion related information on the LCD panel, 
while twenty-four participants did not. However, thirty-two participants understood 
the meaning on the Task related information LCD panel, while 3 participants  
did not.  

In the last segment of the scenario 2 video after the message was delivered to 
S2, participants were asked to describe what they thought the robot and the 
Companion were doing. 14 participants indicated that the Companion migrated, 
then the robot’s basic functionality drove it back to the base. Five participants 
indicated that the Companion drove the robot back to the base before migrating 
away. Three participants stated that there was no migration happening, but the 
Companion was communicating with the robot. Ten participants did not refer to 
the state of the robot and Companion (i.e. “they are waiting for a new mission”, 
“they return to their initial position”, etc.). 

4.3   Participants’ General View on Migration Technology 

This section addresses participants’ feedback with regard to the general use of 
migration technology. 

4.3.1   Advantages and Disadvantage of Migration Technology 
Speed, convenience, entertainment and added functionality were the major 
benefits thirty-one participants saw in the Companion migration between 
computers in the context of the Scenario 1 video. However 30 participants were 
concerned that such technology will create less human contact, annoyance, less 
privacy, be impractical and cause technical problems. 
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Based on 29 participants’ feedback, the benefits of Companion to robot 
migration in the context of the Scenario 2 video were movement, locating people, 
physical tasks, security and convenience. The drawbacks of such technology in 
this context were low speed, cost, less human contact, annoyance, lack of privacy 
and security, and technical problems. 

4.3.2   Perceived Applicability of the Migration Technology 
When participants were asked if they would use migration technology in the future, 
nineteen of the participants stated that they would use the migration technology, 
while fifteen participants stated that they would not use the technology.  The main 
reasons behind participants' decisions can be classified into seven categories: 

Further development – Nine participants indicated that they would use the 
technology if it were improved (e.g. faster respond, clear speech 
synthesizer, reliable). 

Direct Contact - One participant would use the technology to locate a person, 
while 7 participants indicated they would not use the technology because 
they prefer direct contact. 

Usefulness - Four participants would use the technology because it would 
facilitate them in their daily life, while two participants would not use the 
technology because they could not see its usefulness.  

Time – Three participants indicated that they would use the technology 
because it would be able to save them a lot of time (including 
multitasking). 

Wide-spread Adoption – Two participants said they would use the technology 
when it became widely accepted. 

Privacy – One participant said he would not use it because it would damage 
their private space. 

No Additional information – Five participants did not provide any information 
regarding why they would use (3 participants) or would not use (2 
participants) the technology. 

Further exploration of the applicability issue for Companion migration between 
computers shows that 14 participants would use it for internet activities, four for 
large scale contacting and three participants to avoid personal contact. Fifteen 
other participants did not provide any information, or indicated they do not know 
how to use technology apart from the one that was shown in the Scenario 1 video. 
As for Companion-robot migration technology, six participants indicated that they 
would use it for housework, seven for shopping, three for object manipulation and 
five participants would use it for surveillance/observing. Similarly, 15 participants 
did not provide any information or indicated activities that are similar to what they 
saw in the Scenario 2 video. 

4.4   Personalisation of Your Companion 

Thirty-one participants said they would like to customize their Companion while 2 
participants did not. Eighteen references were made toward customizing the 
Companion’s appearance, seventeen toward the Companion’s sound and twelve 



146 K.L. Koay et al. 
 

toward the Companion’s (unique) behaviours or functionality. Seven participants 
would like to have some of their own characteristics being added to their 
Companion, three participants would like to model their Companion with a 
specific attribute (appearance or voice) of a well known character. Note that 
participants’ customization preferences were not mutually exclusive. 

Twenty-five participants said they would want their Companion to learn about 
them, while eleven participants did not. Participants indicated that they would like 
the Companion to learn about their general personal details (10 references), their 
friends and family (8 references), their scheduling (7 references), their health 
related issues (2 references), their hobbies (12 references e.g. music, movies), and 
their interaction preferences (6 references). 

5   Discussions 

One of the main aspects of Companion migration is the technology itself, where a 
personal Companion, which holds private information may migrate between 
different embodiments. This may not be an issue for the user if the Companion is 
migrating between embodiments which belong to the user. However there are 
situations where one's Companion may have to migrate to an embodiment belong 
to someone else, as illustrated in the first scenario. How would users of such 
technology feel about their Companion migrating to other's environment and what 
about another person's Companion migrating into their environment?  The results 
from our study show that around 2/3 of our participants were positive towards the 
idea of their Companion migrating to other person's environment, and another 
person's Companion migrating into their environment. However it is interesting to 
note that participants' main concerns were more about the migration technology 
and its usability when asked about their Companion migrating to other's 
environment rather than privacy and control issues. These latter issues were their 
main concern when they responded to the question of another person's Companion 
migrating into their own environment.  The situation of participants focusing on 
the technology and usability may be due to them seeing the technology for the 
first time, which has increased their curiosity about how the system works, rather 
than their personal concern toward such technology (Kanda et al., 2007). 

One of the ways to tackle the privacy and control issue is by having the 
Companion asking for permission and approval. Results indicate that participants 
prefer the Companion to be polite and exhibit social acceptability when seeking 
permission. When asking permission, the questions should be short and precise, 
understandable in order to afford short responses. Various methodologies (i.e. 
icon, sound, short message) participants are already familiar with could be 
integrated to achieve the design principle of short, precise, understandable 
questions that require short responses from user. 

The results have also suggested that apart from the Companions' appearances, the 
Companions' sound and behaviour can also be used to help participants identify 
different Companions. Interestingly for the Companion migrating between computer 
and robot (Scenario 2), the majority of participants were not able to see the retention 
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of Companion identity in the robot because the appearance and sound of the robot 
was different from the avatar in which the Companion was residing previously.  

These findings indicate that adaptation of the Companion’s embodiment for a 
particular user should not be focused on the Companion's sound and appearance, 
as these attributes may change depending upon a particular embodiment. The 
Companion’s embodiments should be designed to focus on users’ attention to 
relatively constant attributes, such as behaviours which are developed through 
interaction histories and to consider sound and appearance attributes in 
conjunction with such behaviours. Furthermore, to communicate awareness and 
understanding of the previous interaction history between the user and the 
Companion, this can be done explicitly. The Companion should clearly identify 
itself verbally or symbolically to the user in each embodiment and also provide 
information specific to the Companion, in a manner analogous to that used by 
mediums claiming to be ‘possessed’ by specific individuals as described in 
(Anderson, 2003). 

 The robot's information LCD panel is a good addition to indicate which users' 
Companion is occupying a particular embodiment. This is particularly useful 
especially in an environment where Companions may share the same embodiment. 
It is also useful for the Companion to express its intentionality, especially for an 
embodiment that has no other means of expressing its intentionality (e.g. no voice or 
speech capabilities). These results seem to suggest that a task related information 
panel can be effective since the majority of participants seemed to understand the 
task related information LCD panel easily. This result may likely be influenced by 
the scenario context. Interestingly the Companion information LCD panel was not 
as effective as the Task information LCD panel. Only eleven participants understood 
the Companion related information LCD panel, where the character “L” in the robot 
icon represents that Lucas's Companion is occupying the robot. This may be due to 
participants not remembering the owner's name, and therefore not linking the “L” 
character to Lucas's Companion. This problem could be solved by labelling each 
LCD information panel appropriately to provide a context that will help the user to 
better understand the panel. 

An important factor is to enable the owner of the Companion to personalise their 
own Companion’s appearance, sound and behaviour in order for the Companion to 
be unique and easy recognizable, regardless of different embodiments restrictions 
that might mask some of the Companions unique attributes. As suggested by the 
participants, Companion appearances may be changed to look more like their owner, 
a famous character or even a combination of these. Customisable aspects of 
Companion sound could be tone, prosody characteristics, discourse marker or 
specific schematic sentences. Customisable Companion behaviours might include be 
movements and interaction patterns that are influenced by the Companion's 
personality or even evolve them through prolonged interaction with their owner. 
Participants indicated that they would want their Companion to learn about their 
hobbies, personal details, friends and family, scheduling, interaction preferences and 
health related issues. 

Speed, technical problems, privacy and security, annoyance, and reduced 
human contact seem to be the main concerns with regard to migration technology. 
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A majority of participants have no objection to using migration technology if 
the technology is further improved (i.e. the Companion has a faster response when 
interacting with the user, has a clear speech synthesizer and is reliable). Their 
main concern is that such technology might indirectly prevent them having direct 
contact with another person. This is an important factor that was raised, but this 
may be due to the particular scenario presented (i.e. using the Companion to 
contact or search for another person).  

6   Relevant Issues for Companion Migration 

The results and discussion from this study highlighted many issues discussed 
above, in particular participants’ main concern for the need of privacy and control 
of the Companion and its embodiments, and the desire for streamlining the 
process of migration.  

In this section we propose a possible solution to these issues and link it to the 
Companion’s decision for migration and selecting an embodiment. The whole 
process of Companion migration can broadly be divided into three processes: 
Authorisation for Migration, Authorisation for accessing an Embodiment and 
Authorisation for accessing the data stored in the Embodiment. 

6.1   Authorisation for Migration 

The decision for a Companion to migrate to a different embodiment is a complex 
issue and ideally should be based on the context and task the Companion is 
performing, and with explicit permission from the owner to authorise the 
migration.  

However, the Companion should also be able to learn about its owner's 
decisions with regard to its migration authorisation through their interaction history 
and apply those decisions in future migration processes based on the context and 
task. For example, a Companion may have learned from previous experience that 
its owner always gives permission for it to migrate to the embodiment with a 
gripper when performing a fetch and carry task at home. Therefore, the Companion 
may automatically migrate to that embodiment without explicitly seeking 
permission to migrate when performing that particular task. Apart from learning 
through an interaction history, the Companion should also have the ability to use 
implicit permission from the owner. For example, if the Companion inhabiting an 
avatar (virtual embodiment) is asked by the owner to fetch a cup in the real world, 
it should understand that the request includes implicit permission for it to migrate 
to a physical embodiment to perform the requested task.  

We therefore believe that the decision on selecting an embodiment, and 
authorisation for Companion migration can be divided into three categories. The 
first requires a Companion to seek explicit permission from the owner, at the 
second involves the Companion obtaining implicit permission through an owner's 
request, while the third involves the Companion obtaining permission through 
interaction histories. 
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In this study we observed two types of migration approval. In the case of S1, 
the approval for CS1 was by default and was a consequence of commissioning the 
task (i.e. implicit permission). In the case of S2 the conscious acceptance of the 
user was required (i.e. explicit permission) for CS1 to migrate into S2’s computer. 

6.2   Authorisation for Accessing an Embodiment 

We suggest that there has to be a security protocol established for protecting 
embodiments from occupation by unauthorised Companions, similar to the 
security protocol established to stop unauthorised computers from accessing a 
Wireless LAN.  We define three groups for the security protocol (LIREC 
Deliverable D8.1, 2009): 

Long-term Authorisation – This protocol is usually applied to Companion 
embodiments owned by the host user. It allows a Companion to have full 
access to the embodiment over the long term if it has the Authorisation 
for Migration. This was demonstrated in Scenario 1 where CS1 do not 
need permission to migrate back and forth to the avatar on S1’s computer. 

Short-term Authorisation – This is to specially cater for a trusted visitor's 
Companion. The visiting Companion's owner may be a trusted friend or 
family member of the host user. Different layers of access are defined in 
this protocol with regard to categories of information stored in the 
embodiment which are available for access by a visiting Companion (e.g. 
the visitor's Companion may have access to information such as where 
cups are located in the house, but may not have access to the owner's 
private information). The duration of the access may be limited to a fixed 
period between a few days to a week or so. This was demonstrated in 
Scenario 1 where CS1 seeks permission from S2 to migrate into the 
avatar on S2’s computer. 

Task-based Authorisation – This applies to a visitor's Companion with whom 
the host user is not very familiar.  The authorisation will be given only for 
the visiting Companion to perform a specific task, and it will only have 
access to information stored in the embodiment that is directly related to 
the task. Upon completion of its task, the Companion will have to migrate 
away from this embodiment. This was used in Scenario 2 where CS1 
migrated into the robot to search for S2 in the robotic lab. 

6.3   Authorisation for Accessing the Data Stored in the Embodiment 

Due to the current technology, it is impractical for a Companion to migrate non-
essential additional data with it during migration. Therefore embodiment specific 
information that the Companion may learn about the environment will be stored 
locally in the respective embodiments and disseminated to other embodiments 
during when the Companion and the embodiments are idle, and the user is resting 
(e.g. between 1am-4am). As a result, some data stored in the embodiments might 
be too sensitive for a third party's Companion (Syrdal et al., 2007).  Therefore, it is 
essential to establish a security protocol to govern access to sensitive data. We 
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propose a group based security protocol that is linked to the Authorisation for 
Accessing Embodiment security protocol. Therefore the data stored in each 
embodiment is categorised, based on sensitivity and task, before linking it to the 
proposed three authorisation levels for accessing the embodiment. 
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Abstract. Building intelligent behaviors is an important aspect of developing a 
robot for use in security monitoring services. Simulating and testing the robot 
behavior in a virtual environment prior to producing the robot and then conducting 
practical experiments can greatly reduce the cost and duration of the testing 
process. This research proposes a framework for the simulation of security robots, 
called the security robot simulator (SRS), which is aimed at providing a fully 
inclusive simulation environment from fundamental physics behaviors to high-
level robot scenarios for developers. Human simulation is also integrated into the 
robot simulator for simulating interactions between the security robot and human 
personnel. The simulator was implemented in Microsoft Robotics Developer 
Studio (MSRDS), a services oriented robotics platform composed of a simulation 
core and four decentralized modules: scenario event, patrol planner, robot unit, 
and civilian modules. The results show that the four modules fulfill the 
requirements of a security robot.  

Keywords: security robot, robot simulator, MSRDS. 

1   Requirements of the Security Robot Application 

The technologies used in robotics have been widely researched and employed in 
various fields to assist people perform complex procedures in dangerous 
environments, such as in factories and hospitals. Originally robots were created to 
assist humans perform tasks which are highly repetitive. In recent years however, 
advanced robots are expected to be versatile and intelligent enough to handle 
different types of situations and interact with people in a wide range of different 
environments (Luo et al., 2007). 

Humans today are also more concerned with the quality and comfort of their 
everyday lives. In addition, secure and safe living is a priority for most people. 
Hence, developments around security and service robots have become a growing 
research trend in the robot industry, especially as security robots will no doubt 
play an important role in our daily lives in the future (Su et al., 2004).  
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The most common and basic service provided by a security robot is to patrol 
an assigned area without any external assistance. In more detail we define the 
requirements of an autonomous mobile security robot to be able to support the 
following basic requirements (as shown in Figure 1). 

The requirements can be classified into four levels: control, function, task, and 
scenario: 

• Control: This is the first and most fundamental part of the development; it 
controls and communicates with the robot’s hardware, including the motors, 
sensors, computers, and electric power unit.  

• Function: Functions consists of the basic “actions” which the robot must be 
able to perform. Functions include sensing, mapping, perceiving, localizing, 
motion planning (motions of moving platform or articulated arms), and path 
planning.  

• Task: Tasks are assigned to the security robot by security guards or an 
artificially intelligent (AI) robot system. A task may consist of one or more 
functions together to accomplish a service. Tasks include exploring an 
unknown environment, tracking intruders, planning a patrol schedule, and 
execute a watchdog task.  

• Scenario: Scenarios are groups of requirements that the robot utilizes to make 
decisions in particular situations. Actions based on scenario such as visitor 
guidance, injury alert and intruder detection, are categorized as human–robot 
interactions. Actions based on scenarios such as fire, blackout, and open 
entrance, which are relative to the robot’s external environment, are categorized 
as environment–robot interactions. Requirements to deal with scenarios are 
high-level planning procedures and strategic decision-making algorithms that 
decide which task function should be performed.  

An overall planning system based on all requirements developed in these four 
levels is needed for a complete and fully autonomous security robot. An intelligent 
robot system must also know how the robot should behave and when it must act 
autonomously, without artificial commands. This is the most important and 
difficult aspect of the system and requires successful integration of a number of 
the robot’s requirements.  

To research and test all these requirements on a physical robot would require 
budget, space, time, and troubleshooting knowledge of hardware. The equipment 
and sensors of a robot are often very expensive and can be easily damaged in an 
uncertain or complex environment, which is particularly true for an un-tested and 
un-verified control system. In addition, resource problems often exist for 
development of advanced robots, such as when multiple teams have to share a 
single robot, and integration can become even more complex (Microsoft 2009).  

The advantages of using simulating a robot in a virtual environment prior to 
conducing real experiments are five-fold: 1) faster and more convenient setup; 2) 
better design exploration; 3) reduced cost of conducting experiments; 4) easier 
debugging; and 5) concurrent use. These advantages can expedite robot 
development and enhance the feasibility of the robot applications.  
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Fig. 1. Requirements for developing a fully autonomous and intelligent security robot 

Different levels of the robot requirements matrix (as shown in Figure 1) require 
the simulator to support different levels of detail. However, previous research only 
covers a subset of these requirements. In addition, current algorithms used in 
simulation are neither expandable nor configurable for implementation on a real 
robot or other similar systems. Security robots are also different from other types 
of robot such as soccer-playing robots and cleaning robots in that one of their 
most important requirements is the capability to interact with humans. For 
example, during the day, a security robot would play the role of a guide for 
visitors within a designated area, which may be full of moving people; and at 
nighttime, the security robot will be required to patrol an assigned area to ensure 
there are no intruders trying to access the premises illegally. If an intruder were 
detected in the area, the robot would need to be able to respond to the situation by 
performing tasks such as tracking, blocking, or even attacking. To the best of our 
knowledge, there is currently no such simulator for security robot that combines 
the simulation of human behaviors such as pedestrian or intruder simulation. 
Hence, we propose a complete security robot simulator as a simulation 
environment that can support all the requirements presented in Figure 1. 

This research proposes a system framework for security robot simulation, 
called Security Robot Simulator (SRS), which is expandable, and in which each of 
the components can work independently to increase the modularity of the 
developed program. We also include the simulation of human actions as a 
component in the simulator to provide users with a more complete testing 
environment for a security robot. The simulator also allows users to test and 
simulate their planning methods from the most fundamental physical motion of 
robots to more high-level scenarios in which robots may play. 
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2   Literature Review 

Researchers have developed various types of security robots, each with different 
ad-hoc functions. Regarded as the world’s first autonomous security robot, 
ROBART I was developed at the Naval Postgraduate School (Everett, 1982). 
Second and third generation counterparts, ROBART II and ROBART III, have 
also been developed (Everett and Gage, 1996). ROBART II employs 132 external 
sensors for navigation and intrusion detection; ROBART III is equipped with a 
Gatling gun style rotating barrel arrangement and is capable of autonomously 
navigating in semi-structured environments. Shimosasa et al. (1999) developed a 
guard robot which can perform visitor guidance and patrol functions. Birk and 
Kenn (2002) developed a mobile security robot that is visually controlled by 
humans via standard network technologies. A human-like security robot, 
MARVIN was designed to act as a security agent for indoor environments and 
was capable of interacting with people who have had little or no prior knowledge 
of robotic devices (Carnegie et al., 2004). Su et al. (2004) developed a low-cost 
security robot that was equipped with a multisensor-based system. Its second 
generation, WFSR2, was also built (Chien et al., 2005). Advanced security robots, 
such as Chung Cheng I (Luo et al., 2005) and NCCU Security Warrior (Luo et al., 
2007), combine articulated arm actions and are able to support smoke detection 
and fire extinguishing capabilities. Many corporations have also developed their 
own service and security robots, and since 1982 some have been commercialized 
and employed at exhibitions and in malls (ALSOK, 2009; Dr. Robot, 2009; 
MobileRobots, 2009; Neobotix, 2009; ROBOWATCH, 2009; SANYO, 2009; 
SECOM, 2009; SKS, 2009; TMSUK,2009). 

Earlier research in simulation predominantly focused on using mathematical 
methods and physics-based computational methods to simulate the dynamical 
motion and sensors of robots (Oh and Orin, 1986; Kuc and Siegel, 1987; 
McKerrow, 1989; Lemoine and Pape, 1991; Murphy et al., 1991). These 
simulators served to investigate and verify the control model and various robot 
systems, and cover the Control level of the four levels of requirements as shown in 
Figure 1.  

More recently, researchers have focused on using computer graphic 
technologies for visualizing the simulation of robots to provide users with a 
higher-level testing environment (either task or scenario based) (Tarnoff et al., 
1992; Kimoto and Yuta, 1995; Matsumoto et al., 1999). Rohrmeier (2000) used 
VRML to integrate interactive 3D graphics on the web to develop a web-based 
robot simulator. These simulation tools start to consider the Function and Task 
levels of our requirements. To build up a real-time interactive and realistic 
simulator, which allowed simulation of the physical motion of robots, researchers 
have begun to integrate real-time physics engines to increase the accuracy and 
reliability of simulations. Turnell et al. (2001) developed a simulation tool with a 
physical representation method called Simbot, a more reliable and advanced 
physics engine using constraint-based dynamics, ODE, which was integrated into 
robot simulators such as ÜberSim (Browning and Tryzelaar, 2003), Webots 
(Michel, 2004) and SimRobot (Laue et al., 2006). Meanwhile, a robot simulator, 
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called USAR, developed using a game engine was proposed by Wang et al. 
(2003). A more extensible robot simulator with the PhysX physics engine, called 
VSE, was one of the major components of MSRDS (a development environment 
for robotics application) proposed by Microsoft (2007). Kucuk and Bingul (2009) 
developed an off-line robot simulation toolbox based on MATLAB. 

Simulators, which utilize real-time physics and graphic engines, can cover not 
only the Control but also the Function and Task levels of the requirements. 
However these simulation tools aim to provide developers with a generic 
simulator for a number of purposes such as playing soccer, urban rescue, or home 
guarding. Users have to spend much time creating the Scenario level of the 
simulation environment. This research paper aims to provide a complete 
simulation environment which covers all the aforementioned requirements for 
security robots. 

3   Concepts of SRS 

The security robot simulator (SRS) is a framework for developing a simulation 
environment for security robots used in buildings and is a complete virtual testing 
environment suited for security and surveillance purposes. We will consider all 
aspects of the planning problem, including: basic robot body motion planning, 
path planning, perception, sensing, human–robot and environment–robot 
interactions. The SRS is composed of four independent modules plus a simulation 
core. The four modules are scenario event, patrol planner, robot unit, and civilian. 
The reasons we have chosen these four modules are as follows: 

• Security problems are scenarios where the security robot has to be able to 
manage the situation. Typically there is neither a correct nor a standard solution 
to the problem. A simulator should therefore provide scenario events that may 
occur in the real world so that developers can have a high-level environment 
for conducting tests and investigations.  

• Patrolling in an assigned area is the basic and original goal of developing a 
security robot. Security robots can work within a predefined area without a 
time limit and are equipped with advanced sensors to detect any dynamic 
changes inside the area. Therefore, a simulator should provide patrol quality 
assessment and reference path planning. 

• Simulating detailed physical motion and behaviors of robots in a virtual 
environment is the original purpose of developing a simulation environment. 
Here, a robot unit module is used to provide developers with the means of 
building a physical model of their own robot and sensors in a virtual 
environment. Therefore, a testing environment for the function-level (physical 
motion and behaviors) and task-level (combination of functions) can be 
provided. 

• Importantly, human factors influence the strategies and planning methods of a 
security robot, especially considering that humans can behave in unpredictable 
ways. Human–robot interaction (HRI) is a popular research topic, and 
simulation of humans in the patrol area is required. 
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The advantages of utilizing these modules in the SRS are as follows: 

• Scenario-based simulation: The SRS can simulate security events such as fires, 
intruders, and injured humans. 

• Self-workable and independent developable module: Each module of SRS can 
work, be developed, or be implemented independently. 

• Consideration of human behaviors: This module provides the user with a 
complete simulation that considers human interactions while executing tasks. 

• Extensibility: The isolated modules allow development to extend to other 
components and simulation environments. 

• Reusability: Developed modules can be reused in other robot systems and 
simulation environments. 

• Scalability: The SRS provides a framework for different levels of detail in 
simulations. 

3.1   Simulation Core 

The simulation core is the engine of the SRS and is responsible for the entire 
process, including both rendering and physics engines. The rendering engine, 
which is a basic requirement of a simulation system, is responsible for rendering 
3D virtual scenes and objects to the screen. A rendering engine is typically 
developed based on OpenGL or DirectX. Existing rendering engines are capable 
of delivering realistic and content-rich visualization. Real-time visual effects also 
enable visual simulation of scenarios such as fire, smoke and blackouts. 

Also key, the physics engine is responsible for the calculation of physical 
phenomenon, such as rigid body dynamics, collision detections, and contact 
responses.  A real-time physics simulation engine has become a basic requirement 
in a virtual reality system. Various force interactions must be calculated to 
simulate robot motions and corresponding environment responses. Furthermore, 
various sensors attached to robots need to be simulated. 

3.2   Scenario Event Module 

The scenario event module is used to simulate the various scenarios encountered 
while the security robot is in service. Security robots can now support a wide 
variety of functions and are not limited to patrolling. Some advanced security 
robots claim that they have the ability to detect and extinguish fire, guide visitors 
to their destination, as well as deter intruders. Scenarios such as fire, however, are 
difficult to set up in order to test the robot’s fire extinguishing capabilities; 
therefore, the scenario event module aims to deliver a plausible visual simulation 
of these scenarios to provide a safe and cheap testing environment. For example, 
the module can simulate fire, capture the robot’s sensing ability with minimal or 
no light (to simulate a blackout), and simulate any other scenarios where a human 
is involved, such as detecting an injured person or an intruder. 
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3.3   Patrol Planner Module 

The patrol planner is the basic component in a security robot simulator because 
patrolling is the security robot’s core function. The patrol planner is a high-level 
strategic decision maker, which directs security robots with a pathway to traverse 
in a given environment.  

In practice the most common method of defining the patrol problem is using 
checkpoints with time-windows. In other words, the human supervisors first  
must define several checkpoints in an assigned patrol space (an area to be 
patrolled) and a time-window (a range of time) to each checkpoint. Then the 
supervisor plans the patrol path according to the defined checkpoints to 
accomplish the patrol task; that is, each checkpoint should be patrolled at least 
once during its allocated time-window.  

Advanced patrol-planning uses computational technologies, whereby the area is 
represented as a graph. This is in contrast to the typical continuous area patrolling. 
The nodes (checkpoints) correspond to specific locations and the edges of the 
possible path (Almeida et al., 2004). Instantaneous node idleness is a measurement 
index of patrol path and is defined thus: for a node n, cycle t is the number of 
cycles, which have elapsed since its last visit before t, and can be alternatively 
thought of as the number of cycles that node n has remained unvisited. 

To generate a patrol path automatically, a fast patrol path planning method 
must be developed. Calvo and Cordone (2003) described a heuristic approach for 
the overnight security service problem by redefining the patrol problem as 
multiple travelling salesman problems with time windows (MTSPTW). 
Chevaleyre (2004) then developed cyclic strategies and partition-based strategies 
using the TSP solver to deal with single and multiple agents patrolling a 
predefined area.  

In this research, we classify patrol planners into two basic types: passive patrol 
planners and active patrol planners. A passive patrol planner can inform the 
decision maker regarding the patrol status of the robot and assist in planning patrol 
strategies. This is aimed at defining the problem and status of the patrol and may 
include characteristics such as completed checkpoints, late patrols, localization of 
patrolmen or an emergency at a checkpoint. By comparison, an active patrol 
planner utilizes the information of the patrol status to find solutions for a patrol 
path automatically. An active patrol planner can improve the efficiency and 
mobility of the patrol strategies by dynamically re-planning as the situation 
changes. Since there are various types of autonomous robots developed for 
security purposes, the demand of high-level planning such as patrol path planning 
is gaining significance in the development of security robots. 

To simulate the patrol scenario in a security robot simulator, both a passive 
patrol planner and an active patrol planner should be included, to allow users to 
test and verify their patrol planning algorithms. 
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3.4   Robot Unit Module 

The robot unit module is used to test and verify motion control and high-level 
planning algorithms. In addition, the physical behaviors (including mobile 
platform, articulated arms, sensors, and collision geometry representations) are 
simulated so that users can build motion-planning methods and monitor sensors in 
a virtual environment prior to any physical experimentation.  

The robot simulator includes two parts: the physics model definition and the 
robot status visualization. To simulate robot hardware with a physics engine, the 
physics model of the robot has to be defined prior to construction of the physics 
engine. During the simulation process, the information of sensors attached to the 
robots and other control data such as velocity, power of motors, or rotations of 
each joint need to be considered. Using this module, developers are able to modify 
parameters easily and debug accordingly. 

3.5   Civilian Module 

The civilian module is used to simulate a robot interacting with the motions and 
behaviors of humans by using information it extracts from the surrounding 
environment. Since security breaches are usually caused by humans, a security 
robot’s ability to interact with humans and the environment is crucial. 

Human–robot interaction (HRI) has recently become a trend in robot 
development. General HRI research includes human detection and response, and 
motion planning. Service problems under HRI in buildings are intruder detection, 
visitor guidance, and normal user behavior analysis. Steinfeld (et al., 2006) 
discussed the most basic functionality of robots, which is their ability to avoid 
objects that are moving, such as humans.  

Further to the human factors, modern buildings have various sensors installed, 
such as cameras, smoke sensors, and door and window sensors. The dynamic data 
retrieved from these environment sensors are known as building information. By 
analyzing and utilizing the building information, we can efficiently manage and 
define a security robot’s patrol strategies.  

To satisfy the scenario-level requirements, the human and environment sensor 
simulations must be included in the civilian module in order to be able to provide 
a testing environment for human and building information interaction. Robots 
currently rely on data retrieved from cameras and distance sensors (such laser 
range finders and sonar sensor) to detect human behaviors and features such as 
movements and appearance (e.g., body shape and face pattern). Therefore, human 
simulation should include movement, physical shape, and visualization of bodies 
and faces.  

Pedestrian simulation (or crowd simulation) is the simulation of individual or 
crowd movements. Interestingly, this has been researched and discussed over the 
past decade for city design and emergency evacuation. These researches use social 
forces modeling, agent-based reaction, cellular automation, or the potential field 
method to calculate the walking path of humans in a field automatically 
(Pelechano, 2007). Here, we combine the aforementioned technologies to simulate 
the movements of humans for a security robot simulator. In addition, physical 
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shapes of humans are detected by the robot, whereas information of distance 
sensors predict the movements of objects and execute any avoidance actions; 
visualization of human bodies and faces are captured by the robot and the 
building’s virtual cameras, allowing developers to build and test their recognition 
and detection algorithms. 

3.6   Cooperative Model between Components 

Figure 2 shows how the four components are isolated from each other, making 
them modular and therefore easily adapted to different problems and scenarios. 
Each module can work independently (using its own interface) or connect directly 
with the simulation core to simulate in a 3D virtual environment. A complete 
simulation using all four modules can be implemented with the simulation core, 
where the patrol planner and civilian modules continuously feed back and update 
information such as checkpoint status and the pedestrians' positions. The scenario 
events module provides the necessary resources to allow the simulation core to 
visualize the scenario. The robot unit module can then place the defined virtual 
security robot in the simulation core to simulate and test its algorithm and 
planning methods using the scenario provided by the other modules. 

     

Scenario 
events

Robot unit
Patrol

planner
Civilian

Simulation core 
(rendering and physics engines)  

Fig. 2. Architecture of the SRS 

4   Implementation 

To implement the proposed simulator, we used Microsoft® Robotics Developer 
Studio 2008 (MSRDS), a Windows-based environment used by both academic 
and commercial developers for creating robotics applications for a variety of 
hardware platforms (Microsoft 2009). 

4.1   Simulation Core Using MSRDS 

The MSRDS platform provides a runtime and software structure for developing 
robot applications. The MSRDS development team incorporated various new 
programming concepts and functionalities into the software design, allowing the 
MSRDS to not only control the robot but also any other service-based equipment. 
Furthermore, MSRDS is tightly coupled with the Microsoft Windows® operating 
system, and because Microsoft Windows supports a wide range of software 
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programs, MSRDS can easily be incorporated into the code base of Windows, 
making development easier and more flexible. Developing a robotics system 
based on this structure decentralizes the system and makes the components 
extensible and reusable. In other words, one of the main focuses of the 
development process is modularity. The user can develop and test the robot using 
the visual simulation environment (VSE) in a virtual environment. 

4.1.1   Runtime and Structure of System 
Two major features of MSRDS are decentralized software services (DSS) and 
concurrency and coordination runtime (CCR).  

The DSS is the architecture for software development. It provides a state-
oriented service model for building high-performance and scalable applications. 
State refers to each parameter of the robot service component, and is unique 
within the MSRDS platform. When any service component changes state, other 
service components will be automatically triggered to observe the latest state 
information and users need not worry that the system information is not up-to-
date. The DSS service components can be also packaged and ported to another 
robot’s control program for re-use, taking advantage of the highly object-oriented 
programming design concept. DSS service components also include a network 
component. MSRDS programmers can also use XML to access a robot’s state 
information and publish it online for sharing with other programmers. 

On the other hand, the CCR addresses the need of service-oriented applications 
to manage asynchronous operations, deal with concurrency, exploit parallel 
hardware and overcome partial failures. The concurrent programming technique is 
not uncommon, with one example being the multi-threaded processing technique 
used in operating systems of personal computers. However, one difficulty with 
using concurrent programming techniques is that a very high level of technical 
ability is required for actual implementation, which can be elusive even for people 
with a computer science or software engineering background. Fortunately, CCR 
enables programmers to write concurrent programs easily and intuitively and also 
makes debugging and data management more convenient (Microsoft, 2009).  

Due to these two features, a simulator developed based on MSRDS is loosely 
coupled and has the potential to directly apply the developed algorithm and 
planning method to a real robot by using an extended service. 

4.1.2   Visual Simulation Environment 
Microsoft utilizes its rich experience in the gaming industry from the game 
development platform XNA to develop the Visual Simulation Environment 
(VSE). The VSE integrates XNA and PhysX, the rendering engine and physics 
engine respectively. 

The XNA is a framework based on DirectX and is generally used for 
developing computer games and Xbox360 games (Microsoft, 2008). XNA has 
several technical advantages: it was originally designed for gaming purposes and 
provides excellent functions for user inputs and Internet connections. The 
development environment of XNA supports various formats of 3D models, 2D 
textures, and audio effects, minimizing issues where the programmer is restricted 
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by problems associated with file transfers, which expedite the development 
process. Furthermore, virtual objects in XNA are all rendered using a graphics 
processing unit (GPU) shader, a small program that executes inside the GPU 
(Lobao et al. 2008). 

Meanwhile, PhysX is a physics engine originally developed by a company 
called AGEIA, which was acquired by Nvidia in 2008. PhysX applies position 
based dynamics (PBD) to simulate physical behaviors in real-time to provide not 
only rigid body simulation, but also soft body, fluid, and cloth simulations 
(Nvidia, 2009). The PhysX engine has potential use in real-time simulation due to 
its efficient solver and high stability derived from PBD methods. The 
controllability of PBD allows the simulation of dynamic joint attachment and 
detachment without error propagation. With this advantage, contiguous actions 
can be simulated. 

The VSE supports various well-known virtual sensors which are developed 
using XNA and PhysX, including laser range finders, cameras, bumpers, sonar, 
light (brightness) sensors, color sensors, compass sensors, infrared range, and 
GPS. The VSE provides a universal development environment for simulations that 
allows users to create and build up their own simulator and virtual hardware such 
as robots and sensors. 

4.1.3   Graphics User Interface Using WPF 
Besides the 3D simulation environment, MSRDS also combines the windows 
presentation foundation (WPF) for developing user interfaces. WPF is a graphical 
subsystem for rendering user interfaces in Windows-based applications. It 
provides not only the user interface but also 2D and 3D drawing, fixed and on-
screen documents, advanced typography, images, animation, data binding, audio 
and video (Microsoft, 2009a). All the user interfaces of each module in this 
research were built using WPF. 

4.2   Scenario Events Module 

The scenario events module visualizes the scenario using various visual effects. 
We implemented three scenarios for the scenario events module; they are fire 
accident, patrol scenario, and injury of people. Fire accident is implemented using 
particle system and shader technologies that are generally used in computer 
graphics to represent an object on fire over a given time period, as shown in 
Figure 3. 

Patrol scenario is used to visualize the degree of safety in a certain region as it 
changes over time, as shown in Figure 4. The green color shows that the region 
has a most safe state; otherwise the red color indicates a region in the most unsafe 
state, and which needs to be patrolled immediately. Users can define and visualize 
their own strategy for maintaining safety by using the functions provided, or 
alternatively, the definition provided by the passive patrol planner of the patrol 
planner module.  

Injury of people is implemented by an animation of a person falling, as shown 
in Figure 5. Injury detection is one of the most important services provided by an 
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advanced security robot, and can be trained by having people wear sensors and 
accelerometers to detect and analyze posture and status. 

These scenarios can be edited and inserted into the VSE by users. When the 
scenarios occur, the module will automatically send messages to the VSE. Other 
services or modules can subscribe to these messages and respond or react to the 
scenario accordingly.  

  

 

Fig. 3. A screenshot of fire simulation in the scenario events module. The robot which is 
proposed by Gu (2008) is built into the virtual environment. 

Safe Unsafe
 

Fig. 4. Degree of safety of a certain region visualized by an arrow and ring with different 
colors in the scenario events module 
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Fig. 5. Scenario of an injured person falling down as animated and visualized by the 
scenario events module 

4.3   Patrol Planner Module 

We developed a patrol planner module called patrol path planner (PPP). The PPP 
includes a passive planner and an active planner, and provides developers with a 
patrol scenario, quality measurement, and reference patrol paths. 

4.3.1   The Passive Patrol Planner 
We implemented a passive patrol planner based on the work of Hung (2008). In 
that experiment, a patrol area is regarded as a graph. A node is called a patrol 
region (a checkpoint) and is defined by the user. The patrol region is classified 
into three types: exit/entrance, property, and common region. Each region has an 
allowed-vacant-time (AVT) parameter defining the amount of time the region can 
be vacant. Patrol priority (PP) is the priority of a patrol region to be patrolled at a 
certain time and is calculated according to the type of the region and its remained-
vacant-time (RVT), which is the remaining time of the region for patrolling. The 
followings are the equations for calculating these three types of patrol regions: 
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where r is the RVT. This method provides an index of the robot’s patrol path 
quality, denoted as average patrol omission (APO). Patrol omission (PO) is the 
value of PP when RVT of a patrol region is negative, representing the failure to 
patrol the region. Hence, decision makers then are going to minimize the 
following objective function: 
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where oi is the function of the PO value associated with its rit (RVT) of the i-th 
patrol region at time t. A lower APO value means that the planned patrol path can 
perform a better patrolling quality. 

4.3.2   The Active Patrol Planner 
Based on the passive patrol planner definition, we implemented an active patrol 
planner using the simulated annealing (SA) method to provide a reference patrol 
path. SA is a probabilistic meta-heuristic algorithm that accepts search 
movements, which temporarily produces degradations in a current solution found 
to a problem as a way to escape from local minima (Oliveira and Vasconcelos, 
2008). Because the time of the objective function has no limitations, it is difficult 
to find a solution under such a condition. Therefore, we simplify the problem and 
try to find a path that can minimize the APO and cover all the patrol regions such 
that each region will be patrolled at least once. We begin by randomly assigning a 
path as s, and then proceed to find a new solution sa which is also the neighbor of 
the s. If the f(sa) is smaller than f(s), which means the new path is better suited as a 
planned patrol path, then we will accept it and replace the original s. Otherwise, 
we will accept the new path depending on the probability computed by the 
Metropolis Criteria, which is shown in Eq. 5, where T is a temperature parameter. 
This mechanism means that the system has a higher change of accepting a worse 
solution in order to avoid the local minima. The system will keep executing this 
process until a predetermined number of iterations have been reached (Oliveira 
and Vasconcelos, 2008). The method can also provide a high performance (low-
APO) patrol path for reference. 

( ) ( )af s f s
T

acceptp e
-

=                                          (5) 

Multiple robots patrolling together is another trend that has appeared in recent 
patrolling problems, as it can increase the coverage and robustness or the patrol 
(Hazon and Kaminka, 2005). We therefore have also developed a heuristic method 
for patrol path planning using multiple robots, which we have called path 
evolution in the active patrol planner. The concept of path evolution is that the 
robots repeatedly and sequentially plan their patrol paths depending on other 
robots’ paths, and to keep improving and evolving their previously planned paths.  

For example consider that we have three robots (r1, r2 and r3) patrolling together 
in an area. In the first generation of the evolution, the robot r1 plans its path via the 
SA method; the robot r2 then plans its path according to the status of PP when r1 is 
patrolling; finally, r3 plans its path when r1 and r2 are patrolling. In the next 
generation, r1 uses its current planned path as the initial solution in SA algorithm 
to evolve itself by re-planning its path according to the status of PP when r2 and r3 
are patrolling. The patrol path of each robot will then keep being improved as it 
continuously executes this evolution process. 
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Path evolution is fast and effective method that can generate a quality reference 
path for either single or multiple robots. 

4.3.3   Function Provided by PPP 
The PPP provides a user interface for creating and editing the patrol area using the 
definition of a passive patrol planner, as shown in Figure 6. The patrol path 
planned by users can be executed and evaluated using the stand-alone PPP. Patrol 
regions to be patrolled by a virtual security robot can also be inserted into the VSE 
for 3D visualization, as shown in Figure 4. When the virtual security robot patrols 
a patrol region, it will update the information to the PPP and reset the RVT of that 
region. The reference path provided by the active patrol planner can help the user 
modify and improve patrol strategies. 

   

Fig. 6. The user interface of the PPP 

4.4   Robot Unit Module 

We implemented the intelligent security robot proposed by the Economic Bureau 
project "The Development of Integrated Intelligent Robotics System" in Taiwan 
(NSC 95-EC-17-A-04-S1-054) into the robot unit module. This robot consists of a 
mobile platform (two normal wheels and a caster wheel) and two articulated arms 
(each with seven degrees of freedom), as shown in Figure 7a. The robot is 
equipped with a laser range finder, a camera, a smoke sensor, and an array of 
microphones. We modeled the robot using multi-body dynamics shown in Figure 
7b and 7c (Hung and Kang, 2009). A user interface was developed using WPF to 
visualize the data of the robots and to provide a control panel of the developed 
robot. The user interface currently supports data visualizations of cameras, laser 
range finders, motor speed, and joint angle of articulated arms. The user can insert 
the robot into the VSE to simulate and control the virtual robot from the robot unit 
module instead of using the VSE interface. 



126 W.H. Hung, P. Liu, and S.C. Kang 
 

(a) (b) (c)
 

Fig. 7. The intelligent security robot: (a) actual robot; (b) screenshot of virtual security 
robot in VSE; (c) the articulated arm modeled and represented using multi-body dynamics 

 

Fig. 8. User interface of the developed robot unit module 
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4.5   Civilian Module 

The civilian module includes a pedestrian simulator, a physics model, and a visual 
model. A pedestrian simulator calculates the position of pedestrians at each time 
step and updates the information of the physics and visual models in the 
simulation core. The physics and visual models of humans are constructed for 
detection by the robot’s sensor.  

4.5.1   Construct Visual and Physics Model of Human 
A visual model of a pedestrian should include a realistic appearance and a walking 
animation. The 3D model and animation of a pedestrian can be easily built using 
existing software packages such as 3DS Max, Maya, or Blender (Autodesk, 2009; 
Blender, 2009). A physics model of a pedestrian is a virtual doll composed of 
geometric shapes used by a physics engine for collision detection. We constructed 
the physics model of a human by using a simplified box to represent the body and 
sphere to represent the head. Figure 9 shows s screenshot of pedestrians being 
detected and visualized by a laser range finder in VSE. 

 

Fig. 9. A screenshot of a pedestrian’s physics model and a laser range finder visualization 
in VSE 

4.5.2   Method for Simulating Pedestrians 
We developed an agent-based potential field method to simulate the pedestrian’s 
movements. Traditionally, the potential field method has been used as it has the 
advantage of pre-calculating a map and automatically simulating the flow of 
crowd movement. However, this method omits individual pedestrian behaviors 
and any mutual interactions. Combining the potential field method with the agent-
based method removes this disadvantage and the two combined are able to 
simulate pedestrians as well as the interaction between them. 

The movement of a pedestrian in an environment is driven by three forces: a 
field force, a correlation force, and an individual force, as shown in Figure 10a. 
The field force is the force that attracts the pedestrian to a specific target. This 
force is pre-calculated and is consistent throughout the simulation. An area may 
have one or more field force maps according to the destination of pedestrians. To  
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simulate differences between pedestrians, which are using the same force map, we 
multiply the influence by the field force with a field coefficient. The correlation 
force of a pedestrian is the force exerted by another pedestrian when that 
pedestrian crosses into the visual field of the original pedestrian. Figure 10(b) 
presents a correlation model that has three parameters: visual angle, effective 
distance, and safe distance. When someone steps into the safe area of a pedestrian, 
the pedestrian will stop until the safe area is clear. When two pedestrians are 
correlated, they start to interact, and a correlation force begins to act on one 
another; the individual force is the force that sums up the three forces of a 
pedestrian in the previous time step. The initial value of this force is zero. When 
the pedestrian starts to move, then all three forces are summed together at each 
time step. 

P

effective distance
safe distance

visual angle

P

correlation 
force

field
forces

individual
forces

correlation 
force

(a) (b)  

Fig. 10. The pedestrian moving strategy: (a) three forces that trigger the pedestrian; (b) 
correlation model 

In this research, we use harmonic functions to generate the potential field. This 
method avoids the local minima, which would otherwise exist if calculated by 
Arkin’s potential field (a widely used method for generating potential field by 
Dapper et al., 2006; Faria et al., 2006). This method can also deliver a real-time 
pedestrian simulation of up to two thousand simultaneously moving in an area; 
and, the user can dynamically add targets and pedestrians during the simulation. 

4.5.3   Functions Provided by Pedestrian Simulator 
The pedestrian simulator (PS) includes a pedestrian panel and a physical and 
visual model of a pedestrian for the simulation core. A screen shot of the 
pedestrian panel is shown in Figure 11a. Users can edit the map showing where 
pedestrians walk and assign either one or more exits to the area (destination 
targets of the pedestrians). The pedestrians in this area will tend toward these 
exits. Users can also define the number of pedestrians, and their individual 
parameters such as position or velocity. The panel was also built using WPF as a 
service. The pedestrian simulator can work independently by visualizing the 
simulation in 2D animations and by inserting the pedestrian model into the  
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(a) (b)
 

Fig. 11. Screenshot of the pedestrian simulator: (a) pedestrian editor; (b) pedestrian 
simulation in VSE 

simulation core (which updates the position of each pedestrian to provide a testing 
environment with moving humans for the security robot). Figure 11b shows a 
screenshot of pedestrian simulation in VSE. 

4.6   Discussion 

These modules are services developed using CCR and DSS. Communication 
between modules and the simulation core is straightforward and is easily carried 
out by sending messages and data. Each module is isolated and can be extended 
and reused for other purposes and by other systems. The proposed modules 
provide the user with a complete testing environment for security robots taking 
into account factors such as human simulation. In this work, scenario events are 
simulated by using only visual effects and message notification, more detailed 
simulation such as fire, temperature and sound can be developed based on this 
platform by future research; the civilian module currently includes the simulation 
of pedestrians, which is used to simulate pedestrian movements for application 
testing such as path prediction.  

5   Conclusions 

This research presented a framework for simulating a security robot, called 
Security Robot Simulator (SRS). It includes four basic modules: scenario events, 
patrol planner, robot unit, and civilian. The modules can be run together by a 
simulation core to provide the simulation of robot applications in a realistic virtual 
environment. Since SRS integrates both human simulation and robot simulation, it 
is ideal to test the interaction between human and robots. SRS was implemented 
based on the simulator of Microsoft Robotics Development Studio (MSRDS). By 
utilizing the service-oriented architecture of MSRDS, this simulator can be easily 
extended to simulate and visualize other behaviors of robots. The developed 
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modules can also be integrated with the actual robot for other advanced 
applications and purposes. 
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Evaluating the Usability of Virtual Environment by 
Employing Affective Measures 

I. Rezazadeh1,*, M. Firoozabadi1, and X. Wang2 

1 Department of Biomedical Eng., Science and Research Branch, Islamic Azad University, 
Tehran, Iran 
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Abstract. In this chapter a new approach based on exploring affective status and cues 
for evaluating the performance and designing quality of virtual environments have 
been proposed.  Five individual experiments have been performed to analyse the 
effect of proposed affective computing approach in designing schemes. The results 
show that, by employing user's emotional states into the designing paradigms, the 
better results could be achieved. 

Keywords: Affective Computing, Forehead Bioelectric signals, Brain waves, 
Virtual Reality, Affordance based designing. 

1   Introduction  

Today, Virtual Reality (VR) technology encompasses many fields from industrial 
to military, medicine, and entertainment applications. It should be noted that, 
when people are talking about Virtual Environment (VE) or VR, it could lead to 
misunderstanding with Computer Graphic (CG) simulations. CG is mostly 
concerned about the modeling, lighting and dynamics of environments and in 
general how to build a medium – so forth called Virtual World (Lee and Pakstas, 
2002). But, designing a VE is something beyond designing a CG. When we 
become more curious about how people experience the simulated environment, 
behave within it and interact with its components, we are talking about VE or VR 
(Sherman and Craig, 2003). 

VR should be displayed as much as realistic to convince its users of being 
immersed within it. Being immersed in the environment can be referred to mental 
or physical immersion and is a one of the key factor which determines the quality 
of VE, especially for training purposes. Mental immersion is the state of being 
deeply engaged (presence) within the environment and physical immersion is 
bodily entered into a medium. So, the concern could be how to design a VE which 
could bring the sense of immersion for its users to increase its performance 
(Sherman and Craig, 2003). 

                                                           
* Corresponding author. 
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Let's have an overview on our activities of daily life (ADLs). We are 
surrounded by many devices and using them to accomplish our daily tasks. 
Mostly, we have experienced using a device which comes from an advanced 
technology, but there are some difficulties to cope with using it. After some trials, 
if we cannot handle the device, we reject to use it and we would like to use the 
simpler ones – maybe belongs to older days- .  

The above fact is very important and determines the social acceptance of a 
technology or a device within the target community. This acceptance is critically 
important while the device is designed for training purposes. If the user could not 
keep up with using the device, then one can conclude that, the designer is not 
successful to achieve his goal. Now, one may ask whether the device is really 
good?! Here, "good" depicts two faces of a designing: Affordances- Usefulness 
and Usability (Pons et al, 2008 ; Zecca et al., 2002).  Assuredly, most of the 
modern and advanced devices are designed to help people and facilitate their 
tasks, so they are useful. But most of them are designed based on engineer-
centered approaches in which: 

• The engineer (designer) thinks instead of the user  
• The device is designed from its designer's point of view.  
• The user MUST use the device if (s)he wants to get some benefits from it.  
• Mostly, this type of designing burden physical fatigue and cognitive 

overload (or fatigue) to its user. Thus, the user wants to leave the using of 
the device 

So, to cope with the above problems, the engineer can ask himself whether the 
device is usable and easy to be handled by the user or not. This way of thinking 
leads the user-centered designing approach in which: 

• The main focus is on how to design a device which is more suitable and 
comfortable for the user. 

• The user's feeling regarding the device is more important than the applied 
technology within the designed. 

There are some ways for understanding the user's feeling and idea about the 
device during the usage period: 

1. Using Questionnaire: One traditional way could be through using a 
questionnaire which some predefined questions are asked from the user. 
This way could reflect user's level of satisfaction regarding the device but 
has also some drawbacks like the reliability of the answers. For example, 
some users do not answer the questions properly because of some ethical or 
social issues.  

2. Using Physical Performance Factors: The second way to understand the 
user's feeling is using some physical performance factors such as task 
completion time, achieve scores during the performance, and so on. These 
factors could mirror the level of expertise obtained during the performance. 
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However, the concern is whether this expertise factors could also reflect 
level of satisfaction during the performance. For example, it could be a 
case when the user burdens cognitive overload but still cope with 
experiment. Here the achieved scores might be high, but the cognitive 
overload could decrease the performance over long running period and 
increase the level of dissatisfaction. So, it is not a proper and efficient way 
to discover the user's feeling. 

3. Using Affective Measures: The third way for exploring the user's 
satisfaction during the performance which is based on the user's affective 
status. In this approach the affective measures (emotional status) are 
extracted from the user during performance. Then, by comparing the 
affective measure to some standard and individual levels, the level of 
satisfaction could be discovered. 

The following sections focus on affective measures extraction for monitoring the 
training performance in a virtual environment. Also, how to design a VE which 
could increase the sense of immersion and suits for the user without burdening 
extra cognitive load. 

2   Affective Computing 

One of the new approaches which has been gain many attentions in analyzing 
emotional feeling is affective computing. It means, computing that relates to, 
arises from, or deliberately influences emotions. This methodology could be 
employed for creating Human Computer Interfaces (HCIs) which have the ability 
to sense, recognize and understand human emotions, together with the skills. So, 
the final goal in affective computing is giving the ability to machines to respond 
intelligently to human emotion not creating emotions (Picard, 1997). Russell 
(1980) showed the human's emotional status could be indentified in the emotional 
space (Figure 1).  Up to now, there are many studies in the recognition of 
emotional states. Recent studies show the benefits of different methods for 
extracting emotions using speech recognition facial expression, papillary dilation 
and also the physiological data (blood pressure, heart rate and temperature for 
example). 

For example, Coronel et al. stated that facial muscle movements and facial 
muscle activities (fEMG) can be corresponding to certain facial expressions and 
are the most visual representation of a person's physical emotional states. Mahlke 
and Minge used emotional states which were extracted from fEMG to discriminate 
between usable and unusable computerized context by placing two pairs of 
electrodes on Zygomaticus major and Corrugators' supercili muscles to detect 
positive and negative emotional states, respectively. They concluded that the 
frowning activity is significantly higher in the unusable system condition than in 
the usable one. (Mohammad Rezazadeh, 2010). 
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Fig. 1. Russell's emotional space shows different emotional status  

3   The Affective Measures 

As described in the section 2, there are many of methods for extracting affective 
measures from a human subject. Based on previous researches, one way is to 
employ the brain activity features (EEG) during the performance. It has been 
shown that, the characteristics of EEG signal and its complexity change due to 
different mental status. For example, the  α sub-band activity (7 Hz- 12 Hz of 
EEG)  is modulated by semantic memory processes and also related to attentional 
task demands and mental states monitoring ( level of alertness, expectancy, mental 
relaxation and satisfaction for example) during the performance. Furthermore, it is 
believed that the α band represents oscillations of postsynaptic potentials in the 
neocortex, and is reduced in amplitude by moderate to difficult mental tasks. 
Several studies report a negative correlation between brain activity (mainly α 
band) under cognitive overload and performance indices. It is reported that, less 
complex EEG patterns have been observed in more intelligent individuals and in 
more creative ones. It was assumed that, the displayed reduction of the complexity 
of neural dynamics in high intelligent individuals is due to the inhibition of 
irrelevant and competitive activity. Alternatively, less intelligent individuals are 
characterized by more diffuse neural dynamics when performing the same task. 
One interpretation of such increases in amplitude in high intelligent individuals is 
a reduced neural network activity in regions not relevant for task performance – 
the neural efficiency hypothesis. In EEG signal, the measures of dimensional 
complexity reflect the complexity of neural generators or the relative number of 
concurrently oscillating neuronal assemblies and degrees of freedom in the 
competitive interaction between them (Doherty,.2002; Surdilovic and Zhang, 
2006; Cyberlink, 2010). 



Evaluating the Usability of Virtual Environment by Employing Affective Measures 99
 

4   Extracting Affective Measures from the Forehead 

In this section, we employed multi-channel forehead bioelectric signal for 
collecting the bioelectric signals from the subject's forehead for extracting 
affective measure. As illustrated in Figure 2, three pairs of rounded pre-gelled 
Ag/AgCl electrodes were placed on the human subjects' facial muscles in a 
differentiation configuration to harness the highest amplitude signals (Mohammad 
Rezazadeh et al., 2009; Mohammad Rezazadeh et al., 2010a): 

• One pair is placed on the subject's Frontalis muscle: above the eyebrows with 
2cm inter-electrodes distance( Channel 2).  

• Two pairs are placed on left and right Temporalis muscles (Channels 1 and 3) 
• One ground electrode is placed on the bony part of the left wrist. 

The Biopac system (MP100 model and ack100w software version) was used to 
acquire bioelectric-signals. It can accurately collect bioelectric-signals with the 
selected sampling frequency and store them in its own or PC’s memory. The 
sampling frequency and amplifier gain are selected at 1000 Hz and 5000, 
respectively.  The low cut-off frequency of the filter is chosen to be 0.1 Hz to 
avoid motion artifact. In addition, a narrow band-stop filter (48Hz-52Hz) is used 
to eliminate line noise. 

 

 

Fig. 2. Illustration of the electrodes configuration over Frontalis and Temporalis facial 
muscles (Mohammad Rezazadeh et al., 2009; Mohammad Rezazadeh et al., 2010a,b) 

In our experiments the α sub-band of the forehead EEG (fEEG) was chosen 
because research has identified its relationship to different cognitive functions.  

According to some studies, the statistical entropy could be employed as a 
measure of the system complexity and the degree of order/disorder of a signal. It 
could provide useful information about the underlying dynamical process 
associated with the signal.  So, one could assume that, when the subject is satisfied 
with the environment while performing the requested task, the degree of disorder 
of the signals in α sub-band will be reduced []. So, the entropy measure could be 
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considered as an affective measure (cue) which mirrors user's level of satisfaction 
during the task performance. The Log energy entropy measure (Formula 1) 
(LogEn, hereafter, entropy or statistical entropy) has been calculated for each 
given time slot using the same method as described in (Aydin, 2009). 

?? ?? ??= −?? =0?? −1??????( ??2????( ?? ??( )))??2????   (1) 

5   Our Studies Based on the Forehead Affective Measures 

Here, some of our previous studies regarding designing affective HMI are 
abstracted to show the potential capability of our proposed method for further 
applications. 

5.1   Designing Adaptive Human Machine Interface Based on Affective 
Measures  

The general block diagram of an affective controller is depicted in Figure 3. A 
human machine interface can be divided into physical layer, cognitive level, and 
its interface which controls the interaction process between human and machine. 
In the previous studies, the interface adapts itself with the physical performance 
indices eliciting from the physical level. But, the effect of the physical layer on the 
cognitive layer are mostly ignored or missed in the interface designing. The 
cognitive level could modify the physical level and the system's performance as 
well. So, the interface (control system) cannot cope with changes in the system, if 
 
 

 

Fig. 3. The affective controller designing schematic. Dashed lines shows indirect influence 
of one part to another 

0001168
Note
Please clarify whether the given  equation is correct or  something has been missing on it.
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it only be adapted to physical layer status, because the physical interactions within 
the interface have tight correlations with the affective status in the cognitive level. 

Here, we propose that, the changes in cognitive level which are mirrored by 
affective measures could be considered as an important factor for modifying the 
interface.  In the Sections 5.2 and 5.3 the described method has been employed as 
our approach to HMI designing for a virtual forearm prosthesis and crane, 
respectively (Mohammad Rezazadeh, 2010c). 

5.2   A New Approach on Designing Affective Interface for Training Forearm 
Prosthesis Users in Virtual Environment 

Fast and convenient adaptation of human assistive devices improves the quality of 
life particularly for amputees. This however, may not be achieved easily due to the 
variations of the users' physical and emotional status over time.  In this study, for 
mitigating this problem, a collaborative and adaptable Human-Machine Interface 
(HMI) has been developed, which could adapt itself to the user's affective status 
and enhance the HMI's usability. The HMI was used to control a virtual forearm 
prosthesis in three different levels of difficulty for period of long run usage. The 
user's manipulation commands were recorded by placing two pairs of electrodes 
over Biceps and Triceps muscles. Physical performance measures for the 
requested tasks (expertise factor, EMG entropy and trajectory smoothness) were 
then calculated. The forehead bioelectric signals were recorded using one pair of 
electrodes placed on the subject's forehead for extracting the affective measure 
(the entropy of the alpha band of the forehead EEG) while performing the tasks. In 
this study the subject was asked to carry a virtual ball and put in the virtual basket 
using his muscles manipulation commands (Figure 4). By employing the 
described affective controller approach, the proposed HMI could adapt itself to the 
subject's affective status. The quantitative results of 7 subjects (including an 

 

 

Fig. 4. The user is trying to get a virtual ball and then put it into the basket using his Biceps 
and Triceps muscles. 
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amputee) show that, the test group who used the proposed affective HMI achieved 
better physical performance measures in comparison with those in the control 
group who have not used the affective method. Furthermore, according to the 
results of questionnaires, the level of satisfaction within the test group was greater 
(Mohammad Rezazadeh, 2010c). 

5.3   Using Affective Human-Machine Interface to Increase the Operation 
Performance in Virtual Construction Crane Training System  

In the construction industry, some progresses have been achieved by researchers 
to design and implement environments for task training using VR technology and 
its derivatives such as Augmented and Mixed Reality. Although, these 
developments have been well recognized at the application level, however crucial 
to the virtual training system is the effective and reliable measurement of training 
performance of the particular skill and handling the experiment for long-run. It is 
known that motor skills cannot be measured directly, but only inferred by 
observing behaviour or performance measures. The typical way of measuring 
performance is through measuring performance time and accuracy (physical 
performance indices), but can be supported by indirect measurement of some 
other factors. In this study, a virtual crane training system has been developed 
which can be controlled using control commands ( Table 1)  extracted from facial 
gestures via channels 1,2 and 3 (Figure 2) and is capable of lifting up 
load/materials in the virtual construction sites ( Figure 5). 

 

Fig. 5. Three stages of manipulating the virtual crane (Lifting, handling and releasing  
the load) 

Then, we integrate affective controller concept into the conventional VR 
training platform for measuring the cognitive pressure and level of satisfaction 
during performance using human's forehead bioelectric signals (Channel 2). By 
employing our novel control scheme, the designed interface could be adapted to 
user's affective status during the performance in real-time.  This adaptable user 
interface approach helps the trainee to cope with the training for long-run 
performance, leads to 20 % increasing performance factor and more effective 
transfer of learning to other environments (Mohammad Rezazadeh et. al, 2010d). 
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Table 1. Facial manipulating commands and their corresponding channels  

Most Relative 
Physical Data 
Channel 

Related 
Command 

Gesture Name Gesture  
No. 

Channel 1 & 3 Move Forward Smiling 1 
Channel 3 Move Right Pulling up right lip corner 2 
Channel 1 Move Left Pulling up left lip corner 3 
Channel 1 & 3 Move 

Backward 
Opening mouth (like  to say 'a' 
in 'apple') 

4 

Channel 1 & 3 Lift/Release 
the load 

Clenching Molar teeth 5 

5.4   Relation between Cognitive Load and Affective Measures  

To study the effect of cognitive load over the subject's affective status the 
following study has been performed. 

Twelve healthy volunteers aged 20 ±2 participated in this experiment and 
divided equally into the test and the control groups. For the test group each subject 
wear HMD from iglassTM during the experiment and for the control group the 
game scene was shown through a laptop monitor. Then each subject was asked to 
play SvetlogradTM 1.0 – Fresh color-matching shooter- (Figure 6.1) using 
computer's mouse in two different levels of difficulty- Easy and Hard – each for 5 
minutes (Figure 6.2).  

The obtained scores during the performance are considered as physical 
performance and shown in the Table 2.  It should be noted, because the subjects 
gained more expertise as time passed, the average obtained scores increased over  
 

 

Fig. 6.1. A snap-shot for Svetlograd 1.0 
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Fig. 6.2. A subject while playing Svetlograd 1.0 

Table 2. The physical performance measure of the test and control group (P<0.01) 

Hard Easy Difficulty level 

     The average Obtained 
Score 

54320 21170 Control group 

117250 25308 Test group 

the time. But despite the effect of learning transfer, it is clear that the obtained 
results in the test group are much greater respect to the control group, especially in 
the more difficult level of the game, because the HMD provided the subjects more 
concentration. 

Now, to find out whether there is any relationship between cognitive load  
and affective measures, the alpha sub-bands of EEG in the control and test  
groups signals were captured and the LogEn features were extracted. According to 
Table 3, the results showed that for the test group the entropy of EEG is lower 
respect to control group in both easy and difficult levels. It is clear that the entropy 
level increased when the game moved from easy to hard level. The questionnaires 
showed that, after time passed in the hard level, playing the game was being more 
difficult for the subject, but he still want to keep up with experiment. The 
achieved affective measures could show these changes in emotional states. Also, 
as shown in Table 3, the increasing rate of entropy from the easy to the hard level 
in the test group is 11% lower respect to the control group (p<0.01). The reason  
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Table 3. The affective measure of the test and control group (P<0.01) 

Hard Easy Difficulty level 

     The average affective 
measure 

0.627 0.052 Control group 

0.0348 0.031 Test group 

could be using HMD which brings more comfort for the user during the 
performance and in one word provides more immersion ( Khanjan nejad and 
Forghani, 2010) .  

5.5   How Does VRE Designing Effect on User's Performance?  

As mentioned above, one of the main concerns on designing a VRE is to know 
whether the designed environment is good enough for the training purposes. Many 
studies show that the training environment should have some correlation with the 
requested task from the trainee to perform. But up to now, there are few studies 
which compare the effect of relevant and irrelevant training environment on the 
total performance of the system. 

Here, for evaluating the effect of VRE's on the user's performance measures, 
we have designed a virtual face (Figure 7) which responses intelligently to the 
user's emotional status eliciting from the user's brain activities. If the subject can  
 

 

Fig. 7. The virtual face designed to evaluate the different designing approaches 
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retain or increase his/her level of satisfaction (increase the amplitude of α wave 
from Channel 2) then the user gain positives score and vice versa.  

Here, there are two different scenarios which the face response to achieved 
scores. In the first scenario, the virtual face smiles and being happier when the 
users gains continuous positive scores. But, in the second scenario, the positive 
scores lead to a sad virtual face (Figure 8). 

 Positive score Negative score 
The 
 First  
Scenario  

 
 

The  
Second  
Scenario 

  

Fig. 8. Two different scenarios for evaluating the effect of VRE 

Six subjects participated in the above experiment. They were asked to gain 
more scores by looking at the virtual face. For the group who employed the 
smiling virtual face, they achieved 37% more scores in comparison with the user 
of sad virtual face within 10 minute experimental period. Also, the questionnaires 
showed that happy virtual face users were relaxed with the experiment.  

The α brain wave amplitude increases when the subject is relax and satisfied 
about the context. So, the first scenario (happy virtual face) has more correlation 
with the requested task and that is why the subjects obtained better results 
(Tajziyechi, 2010). 

5.6   Identifying the Effect of Music Playing on the Affective Status 

It is a very old belief that music is a link between cognition and emotion and that 
music can influence autonomous neural system reactions both in an arousing and a 
calming fashion. 

One of the approaches in assessing human emotions is represented during 
music performance. In this study two types of music which was selected based on 
Russell’s emotion space (Figure 1) - negatively excited and calm/pleasant states- 
were discriminated using the affective measures described above eliciting from 
Channel 2. 
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Ten healthy female volunteers aged between 19 to 24 (mean 21.6) with 
approximately same level of IQ participated in experiment. None of the 
participant did play any musical instruments before and also they did not have any 
hearing problems. Each subject was asked to close her eyes and be relaxed. Then 
her relax signal was recorder simultaneously. Two types of music were played for 
her with 5 minutes gap time.  

Three states of relaxed, calm-pleasant and negatively-excited signals were 
compared with each other using the Wilcoxon statistical test. This test was applied 
over affective measures from α and β brain waves, and facial EMG to see if 
whether there was any significant statistical different among them.  

Table 4 shows that the above states could be separated statistically. We 
conclude that when designing a virtual environment for training or entertainment 
purposes the played music during the performance is a key factor which can affect 
on the overall user's emotional status. By referring to Figure 3, more attention 
should be taken to the type of music during the performance.  

Table 4. The statistical analysis of three states: relaxed, calm-pleasant and negatively-
excited 

Pvalue 

Calm-Pleasant  
with Negatively-

Excited 

Pvalue 

Rest with 
Negatively-

Excited 

Pvalue 

Rest with 
 Calm-Pleasant 

0.2410 0.0130 0.0280 Channel 1 

0.0370 0.0090 0.0590(boarder)Channel 2 

0.0030 0.0280 0.0220 Channel 3 

Alpha-band

0.0930 0.0130 0.0070 Channel 1 

0.0740 0.0090 0.0590(Boarder)Channel 2 

0.114 0.0050 0.0130 Channel 3 

EMG-band

0.0920 0.0160 0.2400 Channel 1 

0.0210 0.0120 0.6460 Channel 2 

0.0610 0.0070 0.0640 Channel 3 

Beta-band

6   Conclusion 

Our proposed methodology for designing a VE designing scheme is depicted in 
Figure 9. It consists of some building blocks where the user is located at the center. 
A good designing should comply with the user's needs and bring satisfaction for the 
user. So, studying these factors is important for the system's designer. Also, when 
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monitoring the system performance, the physical performance indices cannot 
simply illustrate the user's comfort with the systems. The self-report data and 
affective measures should be also collected for achieving better understanding 
regarding the system's status.  

 

 

Fig. 9. The proposed VE designing scheme  
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A Mixed Reality Based Teleoperation Interface for 
Mobile Robot  

X. Wang and J. Zhu  

The Faculty of Built Environment, The University of New South Wales, Australia 

Abstract. The human-robot interface system is the key to extending the 
application field for next generation robot systems. Conventional interface for 
robots have been widely used to perform tasks such as reconnaissance, 
surveillance and target acquisition. However, it is too complex and difficult to use 
for people who do not have sufficient situation awareness. Additionally, 
constructing mental models of remote environments is known to be difficult for 
human operators. This paper proposes a mixed reality interface for remote robot 
using both real and virtual data acquired by a mobile equipped with an 
omnidirectional camera and a laser scanner. The MR interface can enhance the 
current remote robot teleoperation visual interface by combining real environment 
and virtual information together on a single display to efficiently improve 
situation awareness, to facilitate the understanding of surrounding environment, 
and to predict the future status. The computational model that describes the 
triangle relationship among the mobile robot, the operation and intelligent 
environment also be discussed in this paper.  

Keywords: Mixed Reality, Situation awareness, Teleoperation, Remote robot. 

1   Introduction  

Robots are typically used to perform tasks such as reconnaissance, surveillance 
and target acquisition, which traditionally human access is impractical. There is 
real case of robots being used at disaster searching. The incident of World Trade 
Center Towers require the robot equipment to enter miniature voids and areas 
where is too dangerous for human. (see Fig. 1).  

CRASA teams (Fig .2) deployed eight times to the rubble pile during the rescue 
task. (Casper, 2003). The focus of the task was the use of robots to search for 
victims and exams voids that could not be reached by human. 

Casper and Murphy (2003) evaluate collected data and results from the task of 
the robot and they argue that robot play critical role in the rescue task. The reason 
is multifold. Firstly, because of the limitation of the size, extreme heat, or toxicity 
of the environment, robot can access places but human can not. Fig.3 shows a 
good example. The white square marks the entrance to the void that could not be  
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Fig. 1. Robot used in damaged buildings surrounding the main rubble pile at Ground Zero 
(Casper, 2003) 

examined by human (Casper, 2003). Secondly, rescuing safety and effectiveness is 
serious issue and that robots are expendable. Finally, robot can significantly 
reduce the secure time consuming and aid in medical support (Drury, 2001). 

However, current mobile robot technology is not well developed for rescue 
robots and regardless, such robots are fully autonomous or telerobotic. Therefore 
human–robot interaction is a key component of a successful rescue system. Casper 
and Murphy’s (2003) analysis of video data collected during the World Trade 
Center disaster response found that a variety of human–robot interaction issues 
impacted performance of human–robot teams on the pile. Operator’s lack of 
awareness regarding the state of the robot and regarding situatedness of the robot 
in the rubble is the most relevant factor to this study (Burke et al, 2004). Operators 
also had difficulty in linking current information obtained from the robot to 
existing knowledge or experience (Casper, 2003). The Florida task force and 
World Trade Center human–robot interaction studies reveal difficulties in operator 
teleproprioception and telekinesthesis, consistent with the problems described in 
Sheridan (1992). 
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Fig. 2. (Top) the Robot and (bottom) operator control unit (Casper, 2003) 

 

Fig. 3. The white square marks the entrance to a void searched, approximately 0.3 _ 0.5 m 
cross section (Casper, 2003) 

Basically, these problems occur with the situation that the robot operator is 
distant from the actual robot based on such settings limitations. In order to operate 
a robot efficiently at remote spaces, it is important for the operator to be aware of 
the environment around the robot so that the operator can give informed, accurate 
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instructions to the robot. This awareness of the environment is often referred to as 
situation awareness. 

2   Conventional Ways Overview 

It had previously noted by Drury (2001) that most problems encountered when 
navigating robots have resulted from the humans’ lack of awareness of the robot’s 
location, surroundings or status.  Situational awareness is defined by Endsley 
(1988) as “the perception of the elements in the environment within a volume of 
time and space, the comprehension of their meaning, and the projection of their 
status in the near future.” Yanco et al (2005) modified the definition for HRI, 
giving a definition of situation awareness as the perception of the robot’s location, 
surroundings, and status; the comprehension of their meaning; and the projection 
of how the robot will be have in the near future. 

In order for a human operator to control a robot effectively, it requires him or 
her understanding of the remote environment and situation around the robot. It 
means he or she need to keep the high level of the situational awareness. Since the 
robot is in a remote distant from the human operator and cannot be directly 
observed, the necessary information for the human operator to develop an 
understanding or awareness of the robot’s situation comes from the user interface. 
The usefulness of the human robot interface depends on the manner in which the 
information from the remote environment is presented. 

Despite the importance of situation awareness in remote-robot operations, 
experience has shown that typically interfaces between human and robots do not 
sufficiently support the operator’s awareness of the robot’s location and 
surroundings. The case of World Trade Center is a good example. According the 
research by Casper and Murphy’s (2003), the robots were useful because they 
were able to get into small, dangerous areas that were inaccessible for rescuing 
workers; however, it was quite difficult for the operator to navigate the robot 
while searching the environment because the robots only provided video 
information to the operator. Woods (2004) believed that there is a limitation of the 
robot which comes from the limitation of views of most cameras creates a sense of 
trying to understand the environment through a ‘soda straw’ or a ‘keyhole’. It 
makes difficult for an operator to be aware of the distance between robot and 
obstacles. 

There are different methods that could improve the situation awareness in 
telerobotics. However, experience has shown that operators typically do not 
demonstrate sufficient awareness of the robot’s location and surroundings. 
(Nielsen et al, 2007). According to the research by Woods (2004), if the operator 
was provided video information only, it would create a sense of trying to 
understand the environment through a “soda straw” or a “keyhole”. Alfano and 
Michel (1990) believe that the limited view of the robot’s environment makes it 
difficult for an operator to be aware of the robot’s proximity to obstacles. 
Experiments by Yanco et al (2005) revealed that even more sensors were used and 
operators were more familiar with the robots, the result was not as good as 
expected. 
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Conventional interfaces are one possible reason that operators demonstrated 
poor situation awareness in the previous studies. For instance, conventional 2D 
interfaces present related pieces of information in separate parts of the display. 
According to the research by Endsley (1988), Lee (2001) and Scholtz (2002), such 
2D interfaces require the operator to mentally correlate the sets of information, 
which can result in increased workload, decreased situation awareness and 
performance. Ricks et al. (2004) argued that these negative consequences arise 
from a cognitive perspective because the operator has to perform mental rotations 
between different frames of reference frequently (e.g., side views, map views, 
perspective views) and fuse information. To improve situation awareness in 
human–robot systems, Yanco et al. (2005) recommended: (1) using a map; (2) 
fusing sensor information; (3) minimizing the use of multiple windows; and (4) 
providing more spatial information to the operator. These recommendations are 
consistent with observations and recommendations from other researchers that 
involve human–robot interactions (Casper, 2003. Burke, 2004. Murphy and 
Rogers, 2003). 

Many robots used for studying human-robot interactions (HRI) have multiple 
sensors and a map-building algorithm in addition to the camera in comparison to 
the robots used at the World Trade Center. However, despite better equipment, 
recent experiments suggest that operators are still experiencing inadequate levels 
of situation awareness. The experiment by Yanco et al (2005) had searched a 
mock environment looking for victims using a robot that had sonar, laser, camera, 
and map-building capabilities. They found that even operators spend almost 30% 
of their time to acquire situation awareness; the operators often expressed and 
demonstrated confusion concerning the robot’s location relative to obstacles, 
landmarks, and previous locations. A major complaint from the operators was that 
map built by the robot was totally useless because it did not help then to 
understand the robot’s location. 

There is another field study of rescue robots which was involved in the Urban 
Search and Rescue (USAR) training exercise.  Burke et al. (2004) found that 
operators spent almost 54% of their time acquiring situation awareness as opposed 
to navigating the robot. Similarly, despite spending most of their time acquiring 
information about the robot and the environment, the participants still had 
difficulty using the robot’s information to improve their own understanding of the 
search and rescue site. 

The lack of situation awareness observed in the previous examples is not only a 
problem in rescuing personnel and others who may be unfamiliar with the robot 
and the interface. Similar results of poor situation awareness were found in a 2001 
AAAI1 USAR competition( Drury, 2003). In this competition, it was the 
engineers that developed the robots and the interface, who competed using their 
own equipment. Despite the operator’s familiarity with the equipment and the 
abundance of information (laser, sonar, map, and camera), the operators still 
demonstrated a lack of awareness of the robot’s location and surroundings by 
bumping into obstacles and even leaving the experiment arena (Drury. 2003). 

Operators usually experience low level of awareness in the previous studies 
because 2D (conventional) interfaces were used to display information from the 
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robot to the operator (Nielsen, 2004). Conventional interfaces could make it not that 
easy for an operator to maintain the awareness situation of the robot’s because some 
of related information are presented in different parts of the display. There is one 
essential problem that the definitions for telepresence are focusing on the accuracy 
where an environment is presented instead of focusing on communicating effective 
environmental cues. It has result in the use of displays such as those shown in Fig. 4, 
which illustrate accurate information from the environment (Ricks, 2007). However 
the information is presented in a diffused way rather than integrated manner.  The 
operators have to mentally combine the data into a holistic representation of the 
environment because of those disparate information. 

 

Fig. 4. Interfaces in the standard paradigm present information in separate windows within 
the display. (Ricks, 2007) 

When related information is presented in different places, an operator must 
mentally correlate the sets of information, which can result in decreased situation 
awareness and decreased performance. Therefore, to improve situation awareness 
and performance, the ideal interface should correlate and present related 
information in a single part of the interface, thereby reducing the operator’s 
cognitive workload required interpreting the information. 

Accuracy is critical factor when most conventional interfaces used to interact 
with remote robots. However, communicating effective environment cues do not 
mentioned when information is presented to the operator (Nielsen, 2006).This 
factor has result in the use of displays such as those shown in Figure 4, which 
show information from the environment, but present it in multiple windows on the 
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display. Nielsen (2006) believes the operator has to mentally combine the data 
into a cognitive map of the environment because of the disparate information. This 
approach of interface design follows the constructivist theory of perception, which 
claims that smaller, individual elements are combined to give perceptions 
(Helmholtz, 1962). 

Bruemmer et al. (2002) developed a robot system for remote operations that 
uses behavior-based algorithms to create a mixed-initiative human-robot team. 
Information is displayed to the operator via a typical 2D display as shown in 
Figure 4. Baker et al. (2007) have simplified the interface designed by Bruemmer 
et al. (2002) in an effort to improve the human-robot interactions as shown in 
Figure 2.1(d). Both interfaces present information using a conventional robot-
centric approach with separate windows for different information sources. 
Typically these interfaces are correspondingly useful for robot system 
development and testing as they provide enough information for the engineer to 
diagnose any problems that exist, but they may not adequately support an 
operator’s situation awareness in many interesting remote environments. 

One of the disadvantages when navigating a robot with a conventional interface 
is that typical cameras have a correspondingly narrow FOV. For example, a 
human’s lateral field of view is normally 210 degrees; in contrast, the camera on 
robot usually has a field of view of 37 degrees only. The field of view that the 
operator has in an environment is very important to navigation. A poor condition 
of field of view has been attributed to negatively affect locomotion, spatial 
awareness, and perceptions of self-location. Further, Woods described using video 
to navigate a robot as attempting to drive while looking through a ‘soda straw’. 
Operator typically does not have a good sense of what is to the ‘sides’ or 
‘shoulders’ of the robot it the one the main challenges of the teleoperating and 
obstacles that need the most attention are typically outside of the field of view of 
the robot (Woods, 2004). 

One method for overcoming a narrow field of view is to use multiple cameras. 
For example, Hughes et al. (2003) used two cameras and proved that it improved 
an operator’s ability to perform a search task. Nielsen (2004) believe there is 
another method for improving field of view is to use a panospheric camera, which 
gives a view of the entire region around the robot. Those approaches may help 
operators better understand what is all around the robot, however it require fast 
communications to send large or multiple image with minimal delay and it also 
clearly increase the cognitive work burden of the human operators. Therefore the 
new system restricts attention to robots with a single camera. 

Another method for acquiring situational awareness would be using of the map 
generated by the robot system and displayed on the system’s interface. However, 
the subjects noted that the map was not that useful as expected. Drury (2005) 
believes that this problem occurred due to the fact that the depiction of the robot 
on the map was a small dot, while walls were also marked using pixels. If the 
robot was moving, people could see the dot representing the robot move around 
the screen. However, since the map is presented diagonally to the right, below the  
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video screen, the operator could not watch the map updating while concentrating 
on the video screen to drive the robot. 

3   Mixed Reality Interface  

There is another method to improve robot teleoperation: using virtual environments 
to create a virtual scene that represents the real environment. According to the 
research of Wang and Dunston (2006), one of the major issues involved is the 
situation awareness is that the human operator has to keep during teleoperation task. 
The operator can be assisted by Mixed Reality (MR) to maintain a high situation 
awareness. Several prototype-phase research projects have been implemented to 
apply Augmented Reality (a sub-mode of Mixed Reality) technique into various 
teleoperation systems (Gu et al. 2002; Lawson et al. 2002; Fuchs et al. 2002). All 
their work focused on applying Augmented Reality in teleoperation and ignored 
other sub-modes of Mixed Reality and Augmented Virtuality. The proposed main 
goal of this article is to apply Mixed Reality technique in setting up a natural 
interface where surrounding scene visualization and structure are more available as a 
spatial reference aid. 

Wang and Kwork (2007) have proposed an Augmented Reality-based 
autonomous robotic inspection system for interior built environment by combining 
the strength of by mobile robots and Augmented Reality. A mobile robot is 
equipped with a camera where the captured images are used to build an 
Augmented Reality system. Operators may teleoperate the robot and are provided 
with enriched information from AR for efficient inspections.  

In this research project, a Mixed Reality-based human-robot visual interface is 
conceptualize, designed, developed and evaluated as an approach to improve 
operators’ awareness of a remote mobile robot based on the above 
recommendations. The MR interface is based on Gibson’s (1979) affordances 
theory, which claimed information that acts appropriately is inherent in the 
environment. Applying this theory to remote robots means that an operator’s 
decisions should be made based on the operator’s perception of the robot’s 
affordances in the remote environment.  

The notion of effective information presentation and ability to act on information 
is also addressed by Endsley’s (1988) definition of situation awareness, as well as 
Zahorik and Jenison’s (1998) definition of telepresence. The MR interface uses 
multiple sets of information sources from the remote robot to re-construct a 3D 
virtual environment (counterpart of the real remote environment) that is augmented 
with real video information and virtual video information. This MR representation of 
the remote environment combines real video, map, and virtual robot avatar into one 
single integrated view that is presented to the operator. The 3D MR interface is used 
to support the understanding of the relationships between the different sets of 
information. This approach presents the environment’s navigational affordances to 
the operator and visualizes how they are related to the robot’s current position and 
orientation.  

MR merges the real and virtual objects and the development methodology is 
based on this concept. Figure 6 (Wang, 2006) shows three scene worlds: inner 
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virtual world, real world, and outer virtual world. The inner virtual world defines 
the parameters of intrinsic virtual camera, as well as other spatial parameters and 
the virtual entities in AR portion are rendered with those parameters. Real world 
refers to the real-time 3D video, and the virtual entities in the intrinsic virtual 
world are registered in that video. The real cameras mounted on the remote 
machine determine the perspective of real world video. In the AR portion, virtual 
entities and the video that is realized by equating the parameters are seamlessly 
aligned by these two cameras. The outer virtual world is rendered based on 
sampled data under the outer virtual camera. In the AV portion analogously, when 
the parameter of outer virtual camera is set as the same to the parameter of the real 
video, then the content in the video could be seamlessly integrated with the virtual 
surrounding. It means perspective changes triggered by manipulating the real 
camera could induce the corresponding perspective changes in the outer virtual 
environment. Setting the parameters of these three cameras could create a 
seamlessly mixed scene under such circumstance, the geometry and position of all 
the entities (either real or virtual) based on the same global reference system. The 
poses of the extrinsic and intrinsic virtual cameras are then synchronized to the 
pose of the real camera. 

 

Fig. 5. Definition of mixed scene (Wang and Dunston, 2006) 

When camera navigates around the environment, it acquires images of the 
world and the controlling process that is capable of extracting video stream from 
the camera signal. It is acquired that the camera parameters and video stream 
should be automatically and continuously updated in a real time manner. Once the 
virtual camera’ parameters are equated to that of real camera, it will then project 
the relevant virtual objects geometries onto extrinsic and intrinsic virtual cameras’ 
image planes that respectively match the real camera in the inner and outer virtual 
world. With the help of this 3D to 2D projection, it is possible to extract the 
relevant portion of the real camera image could as a video stream and then used in 
the virtual world. Because the camera moves around in the physical environment, 
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the virtual world could come to resemble more closely the modeled real 
surroundings. The extent of seamlessness of border between the video and the 
outer virtual environment could be decided by the following factors: calibration, 
accuracy of modeling of real surroundings, lighting and the angle which the 
camera makes with the objects surface. 

Milgram and Drascic (1994) defined Mixed Reality displays as “particular 
subset of Virtual Reality (VR) related technologies that involve the merging of 
real and virtual worlds somewhere along the ‘virtuality continuum’ ”. On one side 
of the virtuality continuum are real environments, on the opposite side are virtual 
environments. Mixed reality, sometimes referred to as augmented reality, is the 
domain between the two extremes. Milgram and Drascic (1994) point out that 
most of the work in mixed reality has been done using head-mounted displays 
(HMDs) that could either provide video feedback of the real world or allow the 
user to obtain some direct visibility of the real world. 

Milgram and Kishino (1994) present a taxonomy that addresses the real and 
virtual aspects of mixed reality environments. The dimensions of their taxonomy 
include: extent of world knowledge, reproduction fidelity, and extent of presence 
metaphor. This taxonomy fits well with the needs of this research because it could 
separate the notion of presence into “image quality” and “immersion”, in contrast 
to other taxonomies whose primary goal is creating an immersed presence. This 
separated notion of presence provides a useful category for monitor-based mixed-
reality displays, which are the tools of this research project. 

Drascic and Milgram (1993) have discovered that the use of a stereoscopic 
display improves the user’s interaction because it presents depth information to 
the user directly. In contrast, monoscopic video images require the operator to 
interpret shadows and reflections to infer spatial relations. Milgram and Drascic 
(1994) discussed the use of augmented reality as a means to overlay a stereoscopic 
display with virtual information to facilitate connections between a human and a 
robotic arm. Their approach is based on the ARGOS (Augmented Reality through 
Graphic Overlays on Stereovideo) system and combines elements such as a virtual 
pointer, a virtual tape measure, and virtual landmarks to help the user control the 
robotic arm. By gathering stereoscopic information from the remote environment, 
the user is able to view a virtual 3D scene of the environment. Then, the user 
could work within the augmented reality environment to determine exactly how 
they want to manipulate the robotic arm. Once the commands are decided, the user 
sends them to the remote robot and the commands are actuated. This approach is 
similar to the interactions with the VEVI control system. 

Meier et al. (1999) explored the possibility of using sensor fusion to make the 
operator be more aware of the environment around a mobile robot. Their display 
is typical of sensor fusion approaches for mobile robotics in which they overlay 
real video information with depth and other virtual information .By this particular 
approach the video is from a stereoscopic camera and it is combined with sonar 
range information to create a colored depth map. Moreover, the image displays a 
projected grid, which is overlaid on the ground and obstructed by aboveground 
obstacles. The grid cells are of similar sizes of the robot to support the operator’s 
comprehension of distances. The problem with most of these sensor fusion based 
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displays is that even though the video is augmented with virtual information, the 
field of view of the environment is still limited by the field of view of the camera. 

There is another example of a mixed-reality display. Johnson et al. created an 
“EgoSphere” (a term first proposed by Albus) to enhance their robot interface 
(2002). The EgoSphere consists of a 3D sphere around the robot on which 
interesting observations are portrayed. However, they did not find the EgoSphere 
to be particularly useful with a mobile robot. It is argued that an EgoSphere is 
probably more appropriate for an augmented reality display where the operator is 
wearing a head-mounted display. 

Suomela et al. (2003) have developed a fully adjustable three-dimensional map 
that supports traditional two-dimensional map views and a full range of perspective 
views for a head-mounted display. They found that a single perspective view is useful 
sometimes, but different participants preferred different perspectives. Further, they 
identified situations where a “north-up” map is better than a “north-forward” map and 
vice versa (Caven, 2001).The purpose of their development was to combine previous 
map abilities into a single user-adjustable interface. This research is particularly 
relevant to mobile robot research because the requirements of successful navigation 
for robots is similar to that of humans, namely recognition and traversal of possible 
directions of travel (affordances) and recognition of obstacles.  

Mobile robots can be used to perform tasks such as reconnaissance, 
surveillance and target acquisition, which demand higher situational awareness. 
Particularly, if such a task is complex, it is necessary to have an understanding of 
the spatial and functional properties of the environment where it operates. Due to 
inevitable restrictions in the field of view of the cameras on robots and in the 
quality of the visual displays feedback from remote robots, operators are often 
unable to maintain a level of situational awareness sufficient for safe and efficient 
task execution. According to Topp et al, the Human-Augmented Mapping (HAM) 
can help remote operators to acquire qualitative spatial knowledge based on a 
number of sensors on robots. Although with sensors equipped, tasks such as path 
planning and real-time mapping are hardly achieved by mobile robots. Augmented 
Reality can overlay critical digital information onto the real environment. 
However, sufficient amount of information is required to support AR to 
telerobotic exploration. The intelligent environment with sensors creates the ideal 
application context. 

4   Intelligent Application Context 

The intelligent environment, which is originally proposed to support human 
inhabitants, should be able to support robots as well. Hashimoto et al proposed an 
intelligent space where people and robots are inhabited together. Instead, the 
system presented in this paper separates robots from their remote operators. 
Robots are actually the remote representatives interacting with the intelligent 
environment. The proposed system can solve limitations of robots usability in an 
unknown environment. 
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The system architecture mainly consists of DIMM (Distribute Intelligent 
Monitor Manager), semi-autonomous robot and Augmented Reality visualization 
module (Fig 6). 

 

Fig. 6.  Technical structure of the intelligent environment 

Intelligent environment is divided into several sub-areas and each area is 
monitored by a DIMM node. DIMM has three main functions: detecting, 
managing, and communicating. The role of DIMM is to monitor events inside the 
environment through sensors. Based on different task requirements, the four main 
types of sensors equipped in each DIMM node are stereoscopic camera, ultrasonic 
range sensors, pyroelectric human monitor sensor and ambient temperature sensor.  

Lee et al. (2005) have developed reinforcement learning as a computational 
approach of automating goal-directed learning and decision-making. The 
reinforcement learning module could help semi-autonomous robot to learn which 
action it should take in response to a state or rewards. The DIMM of the 
intelligent environment can monitor the position and velocity of moving objects, 
and then identifies a navigational map from a sensed situation. The mobile robot 
learns how to navigate in this situation based on the created map. 

The mobile robot is semi-autonomous, which means it can be autonomous or 
telerobotic. When the robot is in the autonomous state, there is a global path 
generator using information from sensors that can make a new global path with 
reinforcement learning for the mobile robot while considering the state of the 
mobile robot, objects and other parameters in the environment. Otherwise, in the 
telerobotic state, those data will be sent back to AR visualization module for the 
remote operator to make decisions.  

A request from the remote operator who is using AR visualization module to 
communicate with the robot is firstly translated into a task plan through a task 
generator. Following the requirements of the task, the communication device of 
mobile robot transmits these requirements to the DIMM that covers the current 



A Mixed Reality Based Teleoperation Interface for Mobile Robot 89
 

position of the robot. The DIMM will then synchronize the request to other 
DIMMs if necessary, after evaluating those requirements. Therefore, the robot can 
use sensors installed in all DIMMs areas which detect the dynamic position of the 
mobile robot, obstacles and objects.  

A computational model was developed based on Merrick et al. (2007) to 
describe the characteristic reasoning process of DIMMs, robot and AR 
visualization module (the triangle interactions)(Fig 7). 

The DIMM agent is a motivated reinforcement learning agent. The sensors for 
this agent, which are fixed into the environment, can detect the space and provide 
raw data to the sensation process. The motivation process produces a motivation 
value using sensed data from sensation process. The motivation value can be used 
by the learning process as an intrinsic reward signal to incorporate the previous 
parameters, actions and current reward into a rule that can is used to define what 
DIMMs should execute in the next step. Following this rule, the action process 
selects the option to trigger the effectors. For example, the DIMM can provide a 
propositional plan to the mobile robot.  

The semi-autonomous robot agent can also be configured as a motivated 
reinforcement learning agent. The sensors for this agent include the sensors on the 
robot as well as for DIMMs. The basic process is similar to DIMMs agents. 
Before the rule is generated, the learning process needs to negotiate with the 
learning process of DIMM agent which provides a propositional plan. 

 

Fig. 7. The computational Agent model of the triangle relationship 
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Table 1. Sensors/effectors 

Agent  Sensor/Effectors Function 
Rotary sensor measure rotational movement. 
Acceleration 
sensor 

measure both the static acceleration and robot 

Pyroelectric-
human monitor 
sensors 

incorporate pyroelectric infrared sensor to 
detect infrared energy radiation from human 
body 

Sharp IR distance 
measuring sensor 

use infrared signal to measure object distance 
from 10-80 cm with analog output 

Communication 
effectors 

communicate with DIMM and AR 

  
R 
O 
B 
O 
T 

Control effectors control the action of robot 
 

Ultrasonic range 
sensor  

detect the range information 

Pyroelectric-human 
monitor sensors 

incorporate pyroelectric infrared sensor to 
detect infrared energy radiation from human 
body 

Ambient 
temperature sensors 

use temperature sensor to generate linear 
voltage signal according to the ambient air 
temperature. 

Stereopticon 
camera  

capture SD image 

Communication 
effectors 

communicate with DIMMs and robot 

 
 
D 
I  
M 
M 

Plan effectors provide propositional plan to robot 

The processes of the AR agent are facilitated by three modules (sensors, 
memory and effectors). Raw data is collected from the sensors on the robot and 
the DIMMs. The raw data is then transformed by the sensation process into sensed 
data which can trigger the effectors by the action process. The sensed data such as 
range, path and velocity can be used by the AR module to overlay digital 
information onto the video view of the remote operator. For example, the remote 
operator can easily control the robot to find the shortest way to a target based on a 
virtual navigational map created by the AR module. 

The memory module of the robot, DIMMs and AR are under the control of a 
central database management system (DBMS) which periodically synchronize the 
scattered database to ensure that they all have consistent data through network. 
Triggering the triangle as shown in Fig. 16 can be any sensor associated with the 
three agents. The AR module can obtain the request from operators and initiate the 
circle. Alternatively, the sensors on the robot and DIMM can detect the changes of 
environment and therefore launch the circle. In the following discussions, it is 
assumed that the circle is triggered from the AR module upon the request from the 
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remote operator: The sensation process of the AR module transforms the raw data 
from the operator into sensed data which is used by the action process to trigger 
effectors. The effectors on the AR module then send the request to the robot agent. 
Such transmission activates the sensors of the robot agent and then a motivation 
value can be obtained by the motivation process using the sensed data. The 
motivation value is a triggering of the learning process to make a rule to the action 
process. Actions following this rule could include moving the robot, requesting 
more information to the AR module, or sending requests to DIMM. In DIMM, the 
request is then processed to a motivation value to provide its leaning process an 
intrinsic reward. The learning process of the DIMM agent then makes a rule to its 
action process, which initiates the effectors (e.g., request more supports by 
sending requests to other DIMMs or provide a propositional plan to the robot). 
Such produced propositional plan can also be processed as intrinsic reward to the 
leaning process of the robot agent through the “memory”, which takes account of 
previous parameters and actions to make a new rule. Alternatively, this 
propositional plan from DIMM can also be directly used by its own action 
process. The action process of DIMM then follows this rule to trigger its effectors 
which send data back to the AR module to be viewed by the remote operator. 
Table 1 lists the sensors/effectors and their corresponding functions for each agent 
in the system. 

5   Summary  

In order to significantly improve performance on a task with a teleoperated robot, 
it is important to improve the operator’s situation awareness of the remote 
environment. Since the operator is not collocated in the same environment as the 
robot, the development of an operator’s situation awareness must come through 
information visible on the user interface. Most of the current research in human-
robot interaction focuses on how an operator could interact with a robot (i.e. using 
a PDA, gestures, the internet, a desktop computer, a head-mounted display) and 
what information could be useful to the operator (camera, range, map, proximity 
indicators, sensor status, waypoints, goals). However, the question of how the 
information should be presented to the operator has not been adequately 
addressed. 

Conventional interfaces for teleoperating a remote robot do not adequately 
support the development of situation awareness because related information from 
the robot is usually presented in different parts of the display and the operator is 
responsible to mentally correlate the information. An interface that better supports 
the development of situation awareness would display related information in a 
single part of the display so that the operator can immediately observe how 
different sets of information are related to each other. Additionally, the effects of 
interfaces is typically validated by subjective evaluations or by showing that it 
fulfills a set of requirements or can be used to accomplish a particular task or set 
of tasks. The mixed reality interface correlate and present related information in a 
single part of the interface, thereby reducing the operator’s cognitive workload 
required interpreting the information. 
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Abstract. The goal of this study was to use computational cognitive modeling to 
further understand human behavior and strategy in robotic rover control. To this 
end, GOMS (Goals, Operators, Methods, Selection Rules) Language models of 
rover control were constructed based on a task analysis and observations during 
human rover control trials. For the first model, we hypothesized control would be 
characterized by actions to prevent deviations from exact path following. The 
second model was developed based on an alternate hypothesis that operators 
commanded ballistic rover movements to approximate path direction. In manual 
trials, an operator was required to navigate a commercially available micro-rover 
along a defined path using a computer interface (providing remote environment 
information through a camera view) located in a room separate from the rover. 
The computational cognitive model was executed with a pseudo system interface 
(Java device) in real-time. Time-to-navigation completion and path tracking 
accuracy were recorded during the human and cognitive model trials with 
navigation circumstances being identical. Comparison of the GOMSL model 
outputs with human performance demonstrated the first model to be more precise 
than actual human control, but at the cost of time. The second model with the new 
navigation criteria appeared to be more plausible for representing operator 
behavior; however, model navigation times were consistently longer than the 
human. This was attributable to limitations of the modeling approach in 
representing human parallel processing and continuous control. Computational 
GOMS modeling approaches appear to have potential for describing interactive 
closed-loop rover control with continuous monitoring of feedback and 
corresponding control actions. Humans exhibit satisficing behavior in terms of 
rover direction and movement control versus minimizing errors from optimal 
navigation performance. Certain GOMSL modeling issues exist for applications to 
human-robot interaction and this research provides a first empirical insight. 

Keywords: computational cognitive modeling, human-robot interaction, GOMSL, 
telerobotics, closed-loop control. 

1   Introduction 

Teleoperated (or remote-control) robots have been developed for a variety 
operating situations, including military and space applications, hazardous material 
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handling, undersea welding operations, surgery, and search and rescue activities 
(e.g., see Micire (2007) for a contemporary example). Correspondingly, various 
human interfaces have been designed for operating telerobots (Yanco et al., 2007). 
Typical control stations include panel displays with robot camera views or map 
displays for operator perception of remote environments and hand-controls 
(keyboards, joysticks) for robot manipulation. Unfortunately, usability issues have 
been observed with such interfaces, including limited FOV (Field-of-View), 
camera viewpoint and orientation control (Chen et al., 2007), and incompatibility 
of display and control axes of reference, which can lead to poor human 
comprehension of telerobot states and constrained control behavior. For example, 
because of limited FOVs, operators may adopt a robot motion control strategy that 
focuses on minimizing deviations from a local path and preventing collisions with 
objects on the path versus using a ballistic control strategy and maintaining 
awareness of objects in a larger area (e.g., Krotkov et al., 1996). 

In order to improve the effectiveness of human-robot interaction (HRI) for task 
performance, it is necessary to have a detailed understand how humans perceive 
and manipulate interfaces in controlling a robot. Developing models of human 
performance is one way to describe, interpret and predict internal behaviors 
(strategies) and external control actions. Drury et al. (2007) noted that while such 
modeling approaches have been established in the human-computer interaction 
(HCI) field, few studies have been conducted on how to adapt these modeling 
approaches to HRI. Drury et al. also offered that the GOMS (Goals, Operators, 
Methods, Selection Rules) modeling technique (developed by Card et al., 1983) is 
a popular, formalized HCI modeling method that may be well-suited for 
constructing HRI task models. 

GOMS is a cognitive task modeling technique for representing user behaviors 
with interactive systems. It is used to quantify procedural knowledge necessary to 
operate a system. Computational forms of GOMS models can also be used to 
make quantitative predictions of user performance, such as task completion time. 
Early GOMS research focused on representing tasks with desktop computing 
applications. Gray et al. (1993) investigated telephone toll and assistance operator 
(TOA) tasks and workstation designs. Haunold and Kuhn (1994) used GOMS 
models to study human performance in map digitizing. These tasks and systems 
can be considered open-loop in nature. The visual display of information is 
predominately static and users can make decisions and act on information without 
requiring feedback on prior tasks. These characteristics have led to very similar 
GOMS analyses across operating conditions.  

Related to this, other researchers have suggested that GOMS is not suitable for 
modeling behavior in real-time, closed-loop, dynamic and interactive 
environments. Agre and Chapman (1987) said such highly interactive tasks can 
only be modeled with reactive systems involving no planning whatsoever. More 
recently, Wei and Salvendy (2004) summarized that GOMS methods, including 
CPM (Critical path method)-GOMS and Natural GOMS language, are generally 
not capable of representing several cognitive attributes of human performance, 
including monitoring, communicating, attention and motivation, which are often  
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part of closed-loop systems control. However, some empirical research has been 
conducted using GOMS to model closed-loop and interactive tasks in which 
operators required continuous feedback on system states as a basis for actions. 
John and Vera (1992) and Kieras and Meyer (1995) extended the scope of GOMS 
analyses through application to interactive video games and computer-based 
simulation of tactical military tasks. Like other domains where GOMS modeling 
has been successfully applied, expert behavior in these dynamic tasks initially 
appears to be highly complex and intense, but can ultimately be broken-down into 
routine sequences of actions applied at specific times. This research revealed 
procedure (planning)-based modeling methods can successfully describe behavior 
in highly interactive tasks. It is, however, important to note that the John and 
Vera’s (1992) study was limited in terms of integration of the GOMS model with 
the task interface, specifically they did not use a complete task simulation. Their 
results on a 30s window of task run-time suggested that a GOMS model would be 
reactive and could simulate time-dependent processes. 

The objective of the present work was to explore the use of computational 
GOMS models to develop an understanding of human cognitive strategy and 
behavior in remote rover control. In that many commercially available telerover 
technologies integrate basic alphanumeric or graphical user interfaces (GUIs; e.g., 
Evolution Robotics ER-1, iRobot Negotiator, MobileRobots Pioneer series) for 
closed-loop control tasks, we suspected that GOMS would be a plausible and 
effective way of representing cognitive processes (e.g., visual operations, long-
term memory (LTM) and working memory (WM) use) and performance (e.g., task 
learning and execution times) in such HRI. There are many forms of GOMS 
models, ranging from the simple keystroke-level models (KLM) (Card et al., 
1983) to complex CPM-GOMS models (Gray et al., 1993). There are flexible 
forms of GOMS coding, including NGOMSL (Natural GOMS Language) 
presented by Kieras (1997), and structured forms of coding like GOMSL (GOMS 
Language), also presented by Kieras (1998). Structured GOMSL coding allows 
for representation of user task methods and rules for decision making and action 
execution that can be input into a computer for simulation purposes using a 
complier (e.g. GLEAN (GOMS Language Evaluation and Analysis) tool). In this 
research, we evaluated the utility of GOMSL for modeling the highly interactive 
and closed-loop task of telerover control, and for analyzing the human internal 
control strategy (honing to a path versus ballistic motion control) by comparing 
model outputs with human data. Based on the prior teleoperated robot research, 
we initially hypothesized user rover control would be characterized by actions to 
prevent deviations from exact path following. For this research, we used a novel 
software tool developed by SoarTech (2005) called EGLEAN (Error-extended 
GLEAN) to code and debug the GOMSL models and facilitate direct model 
connections with a virtual device representing the rover control interface. This 
was an extension of John and Vera’s (1992) research and we expected the 
GOMSL models to provide approximations of actual human performance in the 
interactive rover control task. 
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2   Method  

2.1   Task 

The specific task we modeled required human operators to control a micro-rover in 
tracking a predefined path in a laboratory setting. The complexity of the task was 
defined by the size and shape of the path, the number of turns (see Figure 1), as 
well as the speed and directional control mechanisms of the robot. We limited the 
area of the path to 240 × 240 cm, based on the size of the micro-rover and a time 
lag in remote control by an operator via a wireless network connection. The rover 
traveled at a fixed speed and there were no obstacles introduced into the path.  

 
Fig. 1.  Rover navigation path 

 
Fig. 2.  ER1 robot 
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2.1   Robot Platform 

The robot used in this study was an Evolution Robotics™ (ER) 1 personal robot 
system (see Figure 2). A laptop computer was mounted on the robot for wireless 
control and to allow for programming of the unit, including local control of 
sensors, an IP camera and IR sensors, and actuators (drive system and gripper). 

 
Fig. 3. RCC interface of the ER1 

 
Fig. 4. Example graphic of camera view window 
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Remote control of the ER-1 also requires integration of a remote computer with 
Robot Control Center (RCC) software installed and connected to ER1 through a 
wireless network. The RCC software (see Figure 3) receives feedback from the 
robot sensors, including the camera system. Figure 4 shows a graphic of the 
camera view window in which human operators could see the path during 
tracking. 

2.3   Cognitive Modeling Tools and Features 

GLEAN provides the capability to compile and run cognitive models written in 
GOMSL (Kieras, 1998). It also provides the capability to conduct static analyses 
(task method counts, method execution profiles) on GOMSL model content as 
well as run-time analyses (WM load, execution times). GOMSL models include 
several basic components: operator goals, task methods, specific operations as part 
of methods and selection rule sets. By formulating selection rules according to 
individual preferences, GOMSL models are capable of representing the 
performance of individual operators (Card et al., 1983). GLEAN also supports use 
of a Decide operator to represent decision making processes within a specific 
method. Decide operators are for modeling simple decisions governing the 
sequence of actions according to a script in LTM. 

2.3.1   Keeping Track of Time in GOMSL Models 
GOMSL models describe strategies for a task by imitating human operator 
decision making processes. To evaluate the fitness of models, it is necessary to 
transform operation sequences to the time domain and make comparison with 
human performance times. GLEAN assigns a default execution time of 50 ms for 
every GOMSL statement. Extra time is added for various operators, for example, a 
mouse click (200ms). Kieras’ (1998) manual for GOMSL presents the execution 
times for all currently available operators (or mathematical models for manually 
determining action/operator times in model evaluation). Kieras also provides some 
explanation for operator execution times based on historical psychology research 
(e.g., Card et al, 1983).  

2.3.2   Psychological Constraints on GOMSL Models and Model Compilation 
Psychological constrains are essential for constructing plausible cognitive models. 
Although theoretical constraints are difficult to represent or incorporate in 
computational methods, this serves as the foundation for GOMSL and other 
contemporary cognitive modeling approaches, such as EPIC (Executive Process 
Interactive Control) (e.g., Kieras & Meyer, 1995). As an example, values of task 
variables must either be retrieved from LTM or a Task definition, as part of the 
model, before related processing can occur. In addition, visual operators in 
GOMSL models assume that interface objects are within the area of foveal vision 
during processing. Objects outside foveal vision (e.g., in peripheral vision) can 
only be recognized after searching for them by shifting attention using specific 
model operators. 

For complicated cognitive modeling applications, such as simulation of 
software interfaces and user states, GLEAN cannot be used in a “stand alone” 
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manner. The complier must be integrated with additional C++ programs to 
implement notional representations of interfaces (identification of interface 
objects and their screen/display coordinates in code) for presentation to a GOMSL 
model. Furthermore, scenario/script files must be developed to populate the 
notional interfaces with data for model processing in run-time. Beyond these 
requirements, new operators cannot currently be defined for use in GLEAN (by 
end users), limiting its extension to some situations (e.g., mobile computing 
applications). 

For these reasons, in the present study, we used EGLEAN (Error-extended 
GLEAN), which is a cross-platform system for human cognitive process 
simulation (Wood & Kieras, 2002), to facilitate GOMSL modeling and 
representation of the rover control interface (using Java). It works as a plug-in to 
the Eclipse IDE (Integrated Java Development Environment), a freeware 
programming tool. EGLEAN was developed based on the framework of GLEAN, 
thus it is implemented with all the psychological constraints and rules used in 
GLEAN. We also used GLEAN for specific model analysis purposes (e.g., task 
learning). 

2.4   Experimental Approach 

We compared human rover control in the path following task with cognitive 
model performance, when integrated with a Java device representation of the ER1 
interface. (Each method of control is described below in detail.) We tested the 
operator in two trials and made observations on performance. We then conducted 
an unstructured post-trial interview and informal task analysis for GOMSL model 
development, including coding selection rules to represent the operator’s internal 
criteria for controlling the rover and structuring model methods based on the task 
analysis. We implemented and tested two models including: (1) a stepwise control 
model; and (2) a ballistic motion control model in an attempt to account for 
human subject control behavior (Figure 5). The former model assumed the 
operator strategy to be one of exact path following. The latter approximated 
minimum task-time behavior with gross path following in comparison to the 
stepwise model. Since the rover navigation task scenario was the same in each 
trial, we only required the output of the computational cognitive model for one run 
(results did not vary from run to run). 

2.4.1   Human Manual Control 
A remote workstation was set-up in a room separate from that in which the rover 
was located and presented the RCC interface for the user. The operator could view 
the target path through the interface, as captured by the robot’s camera, and 
control the rover to make turns or keep the vehicle moving forward. There were 
two different interface methods including (1) clicking a mouse pointer on 
appropriate controls or (2) using the arrow keys on a keyboard. These methods are 
highly representative of HCI tasks and motivated the applicability of the GOMSL 
model. During the test, the operator was instructed to complete the task as fast and 
as accurate as possible. 
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Fig. 5. Diagrams of stepwise (a) and ballistic (b) control movement hypotheses 

In advance of the experiment, the operator was allowed to see the actual rover 
and the path in the lab space in order to develop a mental model for performance. 
The operator was also allowed to teleoperate the ER1 in several training trials 
until he was comfortable with the specific control methods and time lag. (This 
step was important because GOMSL models are intended to represent 
skilled/expert user performance). At the beginning of test trials, the ER1 was 
placed at the starting point on the target path and pointed in the correct direction. 
(Initial placement of the rover was also facilitated for the cognitive model trials.) 
The scope of the camera view was the same for the human performance and 
cognitive model trials. One difference in human manual control of the rover from 
the cognitive model was that the human accomplished the task in a parallel 
manner by looking at the camera view and, at the same time, executing robot 
control actions. The GOMSL model executed these behaviors sequentially. (This 
is one limitation of the simulated human cognitive processor in GLEAN, which 
we discuss later.) During both human performance trials and the cognitive model 
trials, navigation time and path tracking accuracy data were recorded. 

2.4.2   GOMSL Model Control of Rover Navigation 

2.4.2.1   Surrogate Java Device Interface 
In the human performance trials, all visual feedback was provided via the rover 
camera. The visual processing required to numerically describe a real, dynamic 
scene to a computational cognitive model is quite complicated, and other work is 
just beginning to develop image processing components as part of cognitive 
architectures that may serve as bridges to pass data/information from dynamic 
environments to cognitive models (Ritter et al., in press). In order to quantify the 
information contained in the camera view in the ER1 interface (RCC software) for 
the GOMSL model, we developed a pseudo system interface using Java (see 
Figure 6). The cognitive model was linked to this device through the Eclipse IDE.  
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We measured the coordinates of points on the target path at every 5 cm and 
they were used to numerically define the path for the simulated rover device. All 
the coordinates were saved in a task scenario file, which was fed to the Java 
application to populate the pseudo interface with data. Once the simulated rover 
device moved within a certain range of the current target point (an event presented 
through the Java interface), the next point in the path was imported from the 
scenario file to simulate the process of the rover camera capturing the next real 
part of the path in the human performance trials. Once a new event was 
introduced, the information on the position of the rover, the current target point on 
the path, the distance of the rover from the target point and the directional angle 
relative to the current rover heading were updated.  

By analyzing human control of the rover through the RCC interface, each 
button press to move forward resulted in an approximate displacement of 3cm and 
each button press to change direction resulted in an average angular rotation of the 
rover by 3.25 degrees. Consequently, these values were associated with model 
control actions for forward, left and right movement at the pseudo system 
interface. 

 
Fig. 6. Pseudo RCC interface developed in Java 
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2.4.2.2   Stepwise GOMSL Model Coding 
Our stepwise GOMSL model included “Navigate ER1”, as the overall goal (or the 
top level method). Two criteria were used to define tolerances for acceptable 
accuracy in path tracking, including: (1) the distance of the rover from the target 
point on the path at the current position; and (2) the angular deviation of the rover 
direction from the path,. If the rover distance from the point on path or the 
deviation in direction exceeded the criterion values specified in the GOMSL 
model, the model output appropriate behaviors to move the rover forward or 
correct the direction. These criteria were based on the displacement deviation of 
the rover from a point on the path ahead that the human operator typically 
considered acceptable and the degrees of angular deviation from the path the 
operator considered critical in order to control the rover accurately. Accordingly, 
two second-level methods were coded in the model, including “Evaluate distance” 
and “Evaluate angle” (see the Appendix for a portion of our model code). For each 
of these methods, a selection rule set was defined so the model could decide 
whether the ER1 should turn left or right or move forward.  

With respect to the decision criteria used in our model, it is usually neither 
practical nor reliable to collect extensive human behavioral data to quantify 
specific judgment criteria used in control tasks. Task experts often have difficulty 
in explicitly describing task goals, strategies and mental processes through 
knowledge elicitation (Gordon & Gill, 1994). For example, it would be very 
difficult for an operator to answer questions such as, “how much distance do you 
consider acceptable between the rover and the next point on the path visible 
through the camera view?”, “how many degrees of angular deviation of the 
direction of the rover from the target path do you consider critical?”; or “which 
turns should be made to maintain accurate rover tracking?” In many cases, the 
analyst must make judgment calls on criteria reflected in the selection rules of a 
GOMS model. Thus, for this model, we hypothesized that the operator used tight 
path deviation criteria for performance.  

We tested the accuracy of the model and made modifications regarding some 
implementation issues. We determined that it was necessary to separate the two 
decision criteria (distance and angular direction) used for rover control across the 
GOMSL model and Java device. Since the Java device allowed us to set a 
criterion distance for updating event information in the pseudo interface, the 
decision criterion for aiming the rover at a point on the path could be handled by 
the Java device as well (see Figure 7 for simplified flow diagram). Accordingly, 
only one selection rule set for rover direction control was coded in a revised 
stepwise control model. This separation of the decision criteria across the 
applications allowed the GOMSL model size to be reduced and to run quicker, 
relative to human performance, as a result of reduced variable handling.  

In order to assess the accuracy of the criteria coded in the Java device and the 
GOMSL model, we conducted a sensitivity analysis using various values of the 
decision criteria and compared model outputs with the tracks for human manual 
control. Based on our observations of the operator performance, we tested models 
including 3, 5, and 10cm as acceptable distance criteria and 3, 5, and 10 degrees of 
rover direction deviation as critical values in the model selection rule set. Finally, 
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the stepwise GOMSL model was further refined by looking for redundancy in the 
steps coded as part of the methods. Methods with similar steps were decomposed 
and lower-level basic methods were developed. 

 
Fig. 7. Simplified action flow diagram for model control of the rover interface 

2.4.2.3   Ballistic GOMSL Model Coding 
We compared the stepwise control model with the ballistic strategy model for 
describing actual user behavior. The ballistic GOMSL model was created based 
on our observations of behaviors of three additional human subjects and 
modifications of several of our assumptions on task performance. We re-ran our 
experiment and conducted post-trial interviews with the additional subjects. As in 
the first experiment, the subjects were also asked to complete the task as fast and 
accurate as possible. In general, they tended to control the rover in a “ballistic” 
manner. They typically set the direction of the rover along the path by looking at a 
point in the camera image, approximately 20cm ahead of the rover’s current 
position. They then pressed an interface button to turn left or right to direct the 
rover at the point. Similarly, once an operator aimed the rover at the path point in 
the camera view, they made a “bee-line” for the point until the rover had traveled, 
on average 20cm from its previous position.  

In the ballistic model, we also added a decision condition to determine the 
degree of rover rotation from a particular position, required to align the vehicle 
with the target point on the path. Once the required direction and number of button 
presses for changing the direction was determined, the method of “turn left” or 
“turn right” in the GOMSL model fired multiple times, clicking the interface 
buttons as a human operator would. We also modified the GOMSL model method, 
“move forward”, to advance the rover approximately 20cm with each press of the 
“up” arrow in the interface by the cognitive model. (A portion of the ballistic 
model code is included in the Appendix.) In addition to this, the path points in the 
scenario file (to be read by the Java device) were re-coded for every 20cm. In the 
ballistic model, it was not necessary to consider the criterion for evaluating the 
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angular deviation of the rover from the path. The model was coded to change the 
direction of the rover and aim as close as possible at the target point after every 
forward movement command. However, the criterion for deciding the acceptable 
distance between the current rover position and the target points was retained and 
set to 20, 30 and 50cm in different versions of the model. Since the path points in 
the scenario file were written for every 20cm of path, it was no possible to set the 
distance criterion under 20cm. 

With these modifications in the GOMSL model, we expected a substantial 
reduction in the predicted task completion time relative to the stepwise control 
model. The stepwise model represented an operator looking at the RCC interface 
with every control action (move forward, turn left, or turn right). If the perceptual 
requirement for tracking a rover destination was reduced based on operator control 
behavior, the total task time should also decrease. 

In the cognitive model trials, the Java device and EGLEAN generated output 
data including the task completion time (quantified as minutes from the rover start 
position to the end of the marked path), the steps in the task sequence, and rover 
position points. We used the latter output to determine model path-tracking error, 
calculated as the mean accumulated distance deviation of the actual rover path 
from the target path. We compared these data with the same measures on human 
performance averaged across the multiple test trials and compared the fit of the 
two different models. 

3   Results 

3.1   Navigation Time 

Table 1 presents the mean rover navigation time for the human operator and the 
stepwise GOMSL model with the various decision criteria. It is important to note 
that the GOMSL model output times were transformed to account for redundant 
keypresses in controlling rover motion not representative of actual operator 
behavior. For each point in the target path at which the cognitive model “decided” 
to move the rover forward (~3 cm), it executed a keypress for such action. 
However, when the rover was traveling in a straight line, the human operator 
merely pressed the appropriate control key once and “held it down” until the rover 
achieved an intermediate positional objective, mentally defined by the operator. 
This was also the case when the operator controlled the rover to execute a semi-
continuous left or right turn as part of the path. Although the GOMSL modeling 
technique supports a “hold-down” operator to represent holding an interface 
button for some time, it was not possible to use this operator in our integrated 
modeling work with the Java device and EGLEAN and achieve real-time system 
control. We accounted for this through the systematic post-trial data filtering. The 
simple transformation of the navigation times led to more accurate model 
approximation of actual operator performance times. 
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Table 1. Rover navigation trial times for stepwise control model 

 Rover Control Mode 
Manual Stepwise GOMSL Model 
mean d=3, a=3 d=5, a=5 d=10, a=10 Time (m) 
1.65 19.95 16.83 15.81 

The stepwise control model took substantially longer to complete the task than 
the human operator; however, there was a reduction in navigation time when the 
deviation criteria for distance from the target point and rover direction were 
relaxed. In general, the relaxed criterion model appeared to improve, but was still 
much slower than actual manual control. Table 2 presents the mean rover 
navigation time for the human operators (averaged across two trials × three 
participants) and the ballistic GOMSL models with various distance criteria. 
While the navigation time for our stepwise model was 10 times greater than the 
navigation time for the human operator, the navigation time using the ballistic 
model was reduced to less than 2 times that of the human. There was also a 
reduction in navigation time when the distance criterion in the ballistic model was 
relaxed. 

Table 2. Rover navigation trial times for ballistic control model 

 Rover Control Mode 
Manual Ballistic GOMSL Model 
mean d=20 d=30 d=50 Time (m) 
1.73 4.56 3.95 3.44 

3.2   Rover Path Tracking Deviations 

The mean values of accumulated distance deviation of the actual rover tracks from 
the target path for human performance trials are presented in Table 3 along with 
the virtual path tracking accuracy for the stepwise control model runs. The values 
in the table reveal that the cognitive model was far more accurate than the human 
operator, but there was also a slight increase in rover distance deviation from the 
path when the distance and direction criteria were relaxed.  

Table 3. Rover path tacking accuracy for stepwise control model 

 
 

 Rover Control Mode 
Manual Stepwise GOMSL Model 
mean d=3, a=3 d=5, a=5 d=10, a=10 

Deviation 
(cm) 

for entire path 1652.85 237.06 254.92 303.88 
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The patterns of rover path tracking for the human and stepwise control model 
trials are presented in Figures 8 and 9. The stepwise GOMSL models produced 
highly precise performance, even when the most relaxed directional error criterion 
was used. In general, the smaller control criterion, the more precise the model 
tracking was.  

 

Fig. 8. Tracks of manual mode trials 

 

Fig. 9. Tracks for stepwise GOMSL model runs 
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From these data, we inferred that a speed-accuracy tradeoff existed in model 
performance and that the two criteria for rover control could be relaxed even 
further to allow for more accurate prediction of human performance (as in the 
ballistic control model). However, the speed results suggested that the law of 
diminishing returns might apply to reductions in task time for the cognitive model 
with further loosening of the tracking accuracy criteria. (We ran models with 
d=20, a=20 and d=30, a=30 and the performance times were 15.51m and 14.34m, 
respectively.) 

Opposite to the stepwise model results, the accumulated distance deviations for 
virtual tracking accuracy for the ballistic GOSML model approximated human 
performance much better. Table 4 reveals the deviation for the cognitive model, 
given a 50cm distance criterion, was very close to the path deviations for the 
humans. Figures 10 and 11 present the tracks for the ballistic GOMSL model runs 
with various distance criteria and the human operator runs. From the figures, it can 
be seen that the pattern of output for the model with 50cm distance criteria was 
very similar to the pattern of the tracks for the human manual trials. 

 

Fig. 10. Tracks for ballistic GOMSL model runs 

In general, the results indicated that the modified set of assumptions on internal 
decision criteria for ballistic control of the rover generated output much closer to 
human performance. The model predicted human control behavior with 
approximately 1% difference in tracking accuracy; however, the speed of the 
model was 1.7 min slower than the humans (attributable to the serial processing 
limitation of the EGLEAN compiler). Based on the improvement in model 
performance and further comparison with human performance, it can be inferred 
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from these results that human operators predict in advance the pattern of the path 
of the rover during control. This may depend on the degree of “look ahead” they 
have from a camera view. 

 
Fig. 11. Tracks of second manual mode trial 

Table 4. Rover path tacking accuracy for ballistic control model 

3.3   Discussion 

Although the stepwise model succeeded in driving the rover through a target path 
with the pseudo interface in real-time, the results revealed substantially different 
speed and accuracies for the human versus the model. Such differences are beyond 
the historical cognitive model validity criterion recommended by John and Newell 
(1989) of 20% deviation between model output and human performance. 
However, the ballistic model showed significant improvement regarding the 
performance time. Related to this, Table 5 presents the method execution profiles 
for the ballistic GOMSL models we tested, including the percentage of total task 
time during which each goal or high-level method was active. Based on the 
simplicity of the task and the ER1 control interface, the majority of methods 

 Rover Control Mode 
Manual Ballistic GOMSL Model 
mean d=20 d=30 d=50 

Deviation 
(cm) 

for entire 
path 

1562 365 470 1579 
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included in the model were low level ( “Move forward”, “Turn left” and “Turn 
right” methods); that is, used to describe interface behaviors. 

 The Table reveals rover motion control methods were active roughly 30% of 
the task time; thus, perceptual and memory operators, including looking for task 
objects and storing information, account for the remainder of the execution time 
(70%). On this basis, it can be inferred that the majority of task time in rover 
navigation is spent on recognizing information in the remote environment versus 
performing interface actions. It can also be seen from Table 5 that the “Adjust 
angle” method was most time-consuming, at 30% of total processing time. This 
indicates that operators may spend more time on directional control versus exact 
positioning of a rover. Because of the configuration of the target path, the “Move 
forward” methods accounted for much more time than the “Turn left” or “Turn 
right” methods. Since there were two right turns and one left turn in the target 
path, the “Turn right” methods fired more than “Turn left” methods. It can also be 
seen from the Table that as the criterion for rover deviation from the path was 
relaxed, both the “Turn left” and “Turn right” methods were executed less. 

Table 5. Method execution profiles for ballistic GOMSL models 

 Models (with different decision criteria) 
d=20 d=30 d=50 

Goal/Method 
Percent Activation (%) 

“Navigate ER2” 100 100 100 
“Adjust angle” 29.39 30.44 30.70 

“Move forward” 17.55 19.19 20.55 
“Turn left (n)” 

n=3.25 
n=6.5 
n=10 
n=20 
n=40 

1.08 
0.26 
0.48 
0.35 

. 

. 

1.06 
0.25 
0.47 
0.34 

. 

. 

0.25 
. 

0.25 
. 
. 
. 

“Turn right (n)” 
n=3.25 
n=6.5 
n=10 
n=20 
n=40 

7.49 
0.91 
1.19 
1.38 
4.02 

. 

7.35 
0.89 
1.16 
1.35 
3.94 

. 

6.92 
0.69 
1.52 
2.94 
0.71 
1.06 

4   General Discussion 

From the experiment and modeling results, we found that humans tend to exhibit 
“ballistic” control behavior, versus “stepwise” control, in rover navigation by 
aiming at a target point within a visible area about a defined path through a 
camera view. Even though the overall rover path-tracking task can be categorized 
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as a closed-loop compensatory tracking task, operators may consider a single 
rover movement to be an open-loop control task consisting of aiming, redirecting 
and moving forward. On this basis, it can be inferred that human operators 
generate an “optimal” internal strategy to balance the speed-accuracy tradeoff. 

Although the path tracking accuracy predicted by the ballistic model was very 
accurate, the speed results for the model still deviated from the human 
performance results by more than the 20% (the model validity criterion 
recommended by John and Newell (1989)). There are several potential reasons for 
this. First, the human operators performed all control actions in a parallel manner. 
The operator was able to look at the feedback from the camera and control the 
rover at the same time. A know limitation of GOMSL modeling is that it 
represents sequential performance of (perceptual and motor) methods. Other 
cognitive modeling approaches have been developed to address this issue, 
including CPM-GOMS (see John, 2003), which can simulate parallel information 
processes (vision, manual control, etc.). In EGLEAN, the visual perception 
operators and rover control operators were executed sequentially. Consequently, 
the model accomplished the task in a serial manner instead of applying continual 
control as the human did. This difference contributed to the long execution times 
for the GOMSL model.  

Second, at the keystroke-level of the GOMSL model, the existing operators 
may not be sufficient to represent actual HRI in real-time tasks. Given the 
similarity in interface technologies for HCI (computing) tasks and HRI 
applications, this type of insight needs to be empirically-derived and not based on 
analytical assessments of the potential of GOMS for modeling HRI tasks, as Drury 
et al. (2007) have presented. Unlike the human operator’s keypress and hold 
behavior, the move forward control process for the GOMSL model was achieved 
by repeatedly clicking on the appropriate keyboard key. This was also the case for 
the “Turn left” and “Turn right” control processes, and for this reason we 
transformed the cognitive model performance times. In order to solve this problem 
in the future, additional and more robust interactive control operators, and real-
time implementation techniques, need to be integrated in GOMSL and GLEAN 
for better modeling of HRI tasks. In addition to this, as Wagner et al. (2006) 
indicated, some primitive GOMS operator execution times may not be correct for 
this particular type of task. 

Related to the previous model execution issue, there also appears to be a 
tradeoff in using a structured programming format in GOMSL modeling of 
interactive tasks with execution time prediction. Like other classical programming 
languages, a structural programming style is recommended for creating GOMSL 
models. This means that low-level operators, which are used to achieve higher-
level methods or goals, should be classified as lower-level unit tasks. However, as 
we mentioned above, such structural programming leads to additional statements 
in the model, which increases the execution time (50 ms/statement). In situations 
where a higher-level method is called many times, the extra time associated with 
activation of lower-level methods accumulates and makes a significant difference 
in the final model execution time. In other words, there appears to be a tradeoff 
between the clarity of the program structure and the efficiency of the model. 



Computational Cognitive Modeling of Human-Robot Interaction  71
 

Beyond the above issues, since all the feedback in the rover control task was 
provided to the human through the on-board camera view and the GUI, 
understanding how the human operator extracts useful information from the 
camera images is critical for construction of a plausible GOMSL model. 
Unfortunately, we only have a partial understanding of how humans perceive and 
process graphical information in complex recognition tasks (e.g., Darken & Sibert, 
1996). There has been some cognitive modeling-related research towards 
identifying the task environment properties that are extracted and used by rover 
operators for manual control of navigation (St. Amant et al., 2005); however, it 
remains unclear what information from the environment is transformed to input 
information. Related to this, in the first GOMSL model we developed for our task, 
two criteria (rover distance from the target path and directional error) were used 
while only one criterion was actually required in the second model. At this point, 
there is no theoretical way of saying which model more closely represents the 
actual cognitive process of the user. Therefore, we must make comparison of the 
output of GOMSL models with human performance in order to gain insight into 
actual cognitive behavior. 

Finally, unlike humans, GOMSL models simulate error-free performance 
throughout a task. The output for a model will always be the same given the same 
set of decision criteria in selection rule sets and the same scenario/input file. In 
reality, human operators cannot generate exactly the same performance in a task, 
like rover navigation control. For human operators, it is likely that the critical 
values used for tracking judgments are not precise and constant. The values may 
change under different situations and, consequently, the content of any GOMSL 
model for performance prediction or interface evaluation would need to change 
for accuracy. Beyond this, it may be possible to represent error-like behaviors in 
GOMS model output occurring with a certain probability (Schrepp & Fischer, 
2006). By introducing variability in method operator time estimates (as Card et al. 
(1983) presented), it may be possible to produce stochastic GOMS model output 
closer to human operator behavior. 

5   Conclusion 

The objective of this research was to demonstrate the use of computational 
GOMSL modeling to understand human operational strategy in telerover path 
tracking control, by making comparisons of actual human performance and 
cognitive model output. No prior work, including Drury et al. (2007) or Wagner et 
al. (2006), has taken a computational approach to GOMSL modeling of HRI tasks 
or applied GOMSL models directly to real task interfaces using EGLEAN and 
Java devices. These are critical steps in cognitive model systems development and 
integration that led to the inference that humans tend to use “ballistic” control or 
rover motion within a camera view area. Although our final results revealed 
different speeds for the human versus the GOMSL model, the model succeeded in 
driving the rover through a complex target path and the pattern of control and 
degree of accuracy mimicked that of actual operators. 
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It appeared from our results that there is some utility to developing cognitive 
models to represent behavior in HRI tasks, and the possibility of applying them 
for real-time systems control versus using traditional automated control 
algorithms. The importance of this work is that this has not been previously 
empirically demonstrated. A cognitive model provides flexibility and robustness 
in modeling human behavior along multiple performance dimensions and can 
allow for critical insight into operator internal strategies and decision criteria. A 
valid cognitive model, as a basis for automated rover control, might outperform a 
basic autonomous control algorithm using an integrated vision system with 
existing robot control software providing for discrete movement commanding. 
Future research should make empirical comparison of such rover control modes. 

In general, this study supported the contention that computational GOMSL 
methods can be used to represent highly interactive and closed-loop control tasks. 
However, our modeling experience revealed certain limitations of GOMSL relevant 
to the HRI domain, which have not previously been identified and may account for 
the majority of differences in human performance and model output. Specifically, 
existing low-level GOMSL operators may be insufficient for describing complex 
interface actions and it is desirable to support parallel processing of unit tasks in 
GOMSL to improve model results, relative to human behavior. These limitations of 
GOMSL for predicting task time should be addressed in future modeling research. 

Appendix: GOMSL Codes 

A.   Stepwise Gomsl Model 

Define_model: "ER1 auto-navigation" 
Starting_goal is Navigate ER1. 

 
//Top level method 
Method_for_goal: Navigate ER1  
Step 1. Look_for_object_whose Label is Max_distance and_store_under  

 <max_dis>. 
Step 2. Look_for_object_whose Label is event and_store_under <event>. 

. 

. 

. 
Step 7. Accomplish_goal: Adjust angle. 
Step 8. Goto 2. 
  
Selection_rules_for_goal: Adjust angle 
If <angle> is_greater_than "-10", and <angle> is_less_than "10", Then 

Accomplish_goal: Move forward. 
. 
. 
. 
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Return_with_goal_accomplished. 
Method_for_goal: Move forward 
Step 1. Point_to Up_arrow_key. 
Step 2. Click Up_arrow_key. 
Step 3. Return_with_goal_accomplished.  

 

B.   Ballistic Gomsl Model 

Define_model: "ER2 auto-navigation" 
Starting_goal is Navigate ER2. 
 
//Top level method 
Method_for_goal: Navigate ER2  
Step 1. Look_for_object_whose Label is Distance_from_point and_store_under 

<distance_from_pt>. 
.. 

Step 3. Look_for_object_whose Label is Angle_difference and_store_under 
<angle_difference>. 

. 

. 

. 
Step 6. Goto 1. 

   
Selection_rules_for_goal: Adjust Angle using <angle> 
If <angle> is_greater_than "-3.25", and <angle> is_less_than "3.25", Then 

Accomplish_goal: Move forward. 
. 
. 
. 
If <angle> is_less_than_or_equal_to "-3.25", Then Accomplish_goal: Turn_right 

3.25. 
Return_with_goal_accomplished. 

 
Method_for_goal: Move forward 
Step 1. Click Up_arrow_key ; Click Up_arrow_key ; Click Up_arrow_key ; Click 

Up_arrow_key ; Click Up_arrow_key; Click Up_arrow_key. 
Step 2. Return_with_goal_accomplished.  
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Mental Transformations in Human-Robot Interaction 
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Abstract. Human-robot interfaces can be challenging and tiresome because of 
misalignments in the control and view relationships. The human user must 
mentally transform (e.g., rotate or translate) desired robot actions to required 
inputs at the interface. These mental transformations can increase task difficulty 
and decrease task performance. This chapter discusses how to improve task 
performance by decreasing the mental transformations in a human-robot interface. 
It presents a mathematical framework, reviews relevant background, analyzes both 
single and multiple camera-display interfaces, and presents the implementation of 
a mentally efficient interface. 

Keywords: Mental transformation, control rotation, control translation, view 
rotation, teleoperation. 

1   Introduction 

In the summer of 1997, Argonne National Laboratory spent 2000 man-hours and 
$1.38 million dismantling their recently decommissioned nuclear reactor 
(Department of Energy, 1998). Rather than place humans in the radioactive 
environment, Argonne used a remotely controlled robotic system called the Dual 
Arm Work Platform (DAWP), consisting of two six-degree-of-freedom robotic 
arms and several tilt/pan/zoom cameras (Figure 1). Human operators sat at a 
console with several fixed video monitors and controlled the robots via two 
passive manipulanda1 (Noakes et al., 2002). 

The use of teleoperation 2  was cost-effective, but Argonne personnel noted 
several problems. First, training the operators was time-consuming and expensive; 
only 60% of the tested operators were skilled enough to complete tasks. Second, 
operators spent nearly 90% of the their time prepping rather than performing 
tasks. Finally, the teleoperation was mentally tiring, especially when performing 
complex tasks that required switching between multiple camera views  
(DeJong et al., 2004b). 

                                                           
1 Manipulandum is a general term for the device that controls another, e.g., a joystick or 

kinematically-similar replica of the robot. 
2 Teleoperation is operation of a machine or robot at a distance. 
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(a)    (b) 

Fig. 1.  Argonne’s Dual Arm Work Platform consisting of (a) remote robot and cameras, 
and (b) local user interface 

Argonne’s experience with teleoperation – and its difficulties – is not 
uncommon. Menchaca-Brandan and colleagues (2007) refer to similar struggles 
encountered during training of NASA astronauts. Teleoperated robots are now 
regularly used in space and underwater explorations (e.g., Menchaca-Brandan  
et al., 2007), military reconnaissance, and nuclear servicing (e.g., Park et al., 
2002). These applications represent billions of dollars of funding and liability – 
for example, the liability for nuclear decommissioning work in the United States 
alone is around $30 billion (Park et al., 2004). Furthermore, teleoperation allows 
humans to reach into environments in ways that are otherwise impractical, such as 
in urban search and rescue (e.g., Murphy, 2004) or in minimally invasive surgery 
(e.g., Guthart and Salisbury, 2000). 

Much of the mental burden in teleoperation, and human-robot interaction in 
general, is the result of misalignment in the hand-eye control of the robot. For 
example, to move a teleoperated robot an operator must determine the desired 
motion as seen in the camera views, and then impart the corresponding force or 
motion at the manipulandum. Thus, the operator must mentally transform (i.e., 
rotate, translate, scale, or deform) desired robot actions into necessary control inputs. 

This chapter discusses the mental transformations found in human-robot 
interaction by investigating those inherent in teleoperation. It reviews relevant 
background, analyzes interfaces with only one camera and display, analyzes 
interfaces with multiple cameras and displays, and then examines the design of a 
low-mental-transformation interface.   

The goal of this research is different from much of the literature. Rather than 
adding information into the interface to make the tasks easier (such as through 
augmented reality), it aims to reduce the complexity of the task by removing the 
need for mental transformations. If human-robot interfaces are made mentally 
efficient, then trial-and-error control may be reduced, training and task times 
decreased, and task performance improved. 
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2   Background 

2.1   Components and Coordinate Frames 

In general, teleoperation involves two worksites: a local worksite with the 
manipulandum, user interface, and human user, and a remote worksite with the 
robot (fixed or mobile) and several cameras (and possibly other sensors). The 
cameras may be on the robot or external to it, and may have tilt, pan, or zoom 
capabilities. The cameras’ images are shown on displays in the user interface; for 
simplicity, assume each camera corresponds to one display.  

Coordinate frames can be defined for each of the components – see Figure 2 
and (DeJong et al., 2004). At the remote site there are:  

• The site’s world coordinates, RW  

• The robot’s control coordinates, R   
• Camera i's view coordinates, iC  

At the local site, there are: 

• The site’s global coordinates, LW  

• The manipulandum’s control coordinates, M  
• Display i's view coordinates, iD   

• The human operator’s view coordinates, H  

 

Fig. 2.  Sample teleoperation components and their coordinate frames 

Coordinate frames M  and R  represent the control of the robot – here, an input 
along one axis in M  moves the robot along a corresponding axis in R . In 
practice, R  may be defined in a variety of ways, such as at the base of the robot 
or aligned with a tool, and it may be mobile or fixed. M  may not correspond to 
the manipulandum’s physical frame. In some situations, such as with joint-
controlled robots, these frames are more complicated, although this analysis holds.  

 Each camera and display can be interpreted as a bounded plane (for the camera 
this is the image plane; for the display this is the screen's plane) and a perpendicular 
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line through the center of that plane. This centerline represents the angle a camera or 
display is pointing. Since  iC 's positive centerline points out of the camera, iD ’s 

positive centerline points into the display. iC  may be fixed or moving if the camera 

has tilt/pan/zoom capabilities. 
 The human frame H  is located at the eyes of the operator and moves with the 

eyes when the user looks around. One axis is where the eyes are looking; the point 
of focus lies on this line. The remaining two axes are in the peripheral directions. 

 In most teleoperation situations, the location transformations can be measured or 
calculated for each of the components. For example, using Special Euclidian 
notation (SE(3)), the transformation from remote world frame to the robot control is 
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 and tR
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 are the rotation and translation matrices from RW  to R . In 

the same fashion, matrices Ti
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L
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W , TM

WL
, and TH
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 are the transformations 

from the corresponding world frame to camera i, display i, manipulandum, and 
human. For more information regarding rotational and translational matrices, see 
(Mason, 2001). 

 These location matrices can be combined into more useful component-to-
component transformations, such as from manipulandum to robot, 

TTTT= LW
M

W
W
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M ⋅⋅ R
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,                                                  (2) 

or from human to display, 

TTT= Li

L
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H

D
W

D
H ⋅ .                                                     (3) 

However, the camera-to-display transformations, Ti

i

D
C , cannot be directly 

calculated from the camera and display location matrices, because each display 
image is a two-dimensional projection of the three-dimensional workspace. 
Assume that theses projections are linear.3 Points in iC  are projected onto the 

camera's bounded image plane, and shown on iD 's bounded screen plane, often at 

a different scaling. This projection, shown in Figure 3 where f i  is the camera i’s 
focal length, is a scaling dependent on distance from the camera. That is, by 
similar triangles, a point (ui,vi,wi)  in the camera’s frame is flattened to 
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wvu ⋅

+
→                                         (4) 

                                                           
3 This assumption does not hold for wide-angle cameras (Weng et al., 1992). 
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on the image plane. The boundedness of the image plane and display mean that only 
a limited range of points are mapped from one frame to the other. Therefore, the 
transformation from camera to display can be interpreted as a camera projection 
scaling, a camera image plane cropping, a display scaling (for the display's 
resolution, pixel size, and aspect ratio), finally followed by a display cropping to fit 
the screen. 

 

Fig. 3.  Projection of points in the camera coordinate frame 

2.2   The Cost of Mental Tranformations 

Human-robot interfaces frequently have a misalignment between inputs at the 
manipulandum and corresponding robot actions, as seen in the displays. These 
misalignments force the user to mentally transform between control outputs and 
inputs.  

We encounter such control misalignment quite frequently in our daily lives, 
although it is usually simple and easy to learn. For example, controlling a 
computer mouse consists of sliding a horizontal mouse to move a vertical pointer 
– the task is (initially) more difficult when switching to a new computer with a 
different mouse scaling or if the mouse frame is rotated with respect to the screen 
frame. Driving a car consists of rotating a vertical steering wheel to steer our 
horizontal path – the task becomes more difficult when driving in reverse. First-
person and third-person video and computer games often have inverted pitch or 
yaw – in third-person games, the task is temporarily harder when the character is 
facing sideways or backwards in the camera view. Remote controlled cars, boats, 
and planes are steered in their local coordinates that may be rotated from the 
operator’s frame – the task is noticeably difficult when the vehicle is driving 
towards the operator. 

While we learn simple transformations quite readily, research shows that they 
can be mentally taxing, especially when first learning.    

In the cognitive science realm, studies show that all mental transformations can 
be challenging. Shepard and Metzler (1971) found that the time to mentally rotate 
objects is linearly related to the angle of rotation. Wexler et al. (1998) studied the 
relationship between mental and motor rotation. Anderson (1995) and Kosslyn 
(1980) performed experiments in mental image scanning showing that the time to 
mentally translate is related to distance. The results from these sources and others 
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(e.g., Pylyshyn, 1979; Barfield et al., 1988) show that mental rotation is by far the 
most costly. 

Also in the cognitive science literature, there is much discussion on mental 
workload4 (Hancock and Chignell, 1988; Schvaneveldt et al., 1998; Johnson et al., 
2003; DiDomenico, 2003). Most of the research has focused on reducing the 
mental workload of multiple sensor feedback. Since it has been shown in literature 
that mental transformations are costly, it follows that reducing them will decrease 
mental workload and improve task performance. 

Furthermore, there has been research on hand-eye coordination and adaptation 
to errors in it. Miyake (1982) tested rotational misalignment for various arm 
positions and found that motions were identified in egocentric, rather than 
external, coordinates. Many studies have addressed visual distortions, such as 
nonlinear mappings by Flanagan and Rao (1995) and rotations by Krakauer et al. 
(2000). 

Even in teleoperation literature, proper hand-eye coordination is not a new 
topic. For example, Sheridan (1992) discusses it in terms of a misalignment of 
proprioception, or "sense of self". Menchaca-Brandan et al. (2007) ran an 
experiment showing that users’ spatial abilities correlate to task performances. A 
different teleoperation experiment (DeJong et al., 2004) shows that interface 
arrangement can affect task time and accuracy. Other experiments show that task 
performance depends on the definition of robot’s control frame (Hiatt and 
Simmons, 2006; Lamb and Owen, 2005). For fixed-base robots with a single 
camera, control alignment is often achieved by computationally rotating the 
manipulandum’s frame, as done by Thompson (2001), or in the well-known 
DaVinci surgical system (Guthart and Salisbury, 2000). Regarding multi-camera 
systems, Chiruvolu et al. (1992) show that hand-eye misalignments are even more 
critical when the operator is simultaneously using multiple video displays. 

Many human-robot interfaces do not attempt to reduce mental transformations, 
but rather try to make them easier by adding augmented reality overlays. Cao 
(2000) presents the use of augmented reality navigational and orientational cues in 
endoscopy, to improve navigation and help surgeons “effectively perform mental 
rotations and mappings”. Nawab et al. (2007) overlay their robot’s frame onto the 
displays, to help the user learn the transformations. Similarly, Nielsen and his 
colleagues (2007) use augmented reality to fuse video, map, and robot-pose 
information, to help the user “mentally correlate the sets of information”. 

3   Single Camera/Display Interface 

Given the previous terminology, this section examines the mental transformations 
found in a teleoperation setup with only one camera and display. In general, a 
mental transformation is required any time the perceived robot5 frame is misaligned 
with the human operator’s internal frame. There are three primary sources of 

                                                           
4 Sanders and McCormick (1993) define mental workload as “a measurable quantity of the 

information processing demands placed on an individual by a task.”  
5 The perceived robot is the robot as seen in the video displays. 
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misalignment: rotation between perceived robot and manipulandum (called control 
rotation), translation between perceived robot and manipulandum (called control 
translation), and rotation between human and display (called view rotation). 

3.1   Control Rotation 

The relationship that proves the most critical is the rotation between 
manipulandum and the perceived robot, called control rotation. Suppose the 
manipulandum and perceived robot are those shown in Figure 4: the perceived R  
is rotated with respect to M . To move the robot in one direction, the operator 
may need to push or move the manipulandum in an entirely different direction. 
This mental rotation can be confusing, especially if it is about an axis that is 
neither vertical nor horizontal, or if it is a large rotation. To have no control 
rotation, the transformation from manipulandum to robot must be identity, I :6 

ID
M

C
D

R
C

R
M         =⋅⋅= RRRR .                                         (5) 

Recall that the transformation from camera to display is a scaling and cropping 

(i.e., no rotation), so IC
D    =R . Therefore, to eliminate control rotation, the rotation 

from robot to camera must be the same as that from manipulandum to display:  

RR D
M

C
R   = .                                                    (6) 

 

Fig. 4.  Single camera and display interface with control rotation 

Often, a camera used in teleoperation can pan or tilt, meaning that its orientation 

matrix, RC
R , changes. To avoid control rotation when panning or tilting the 

camera, the robot control frame, the manipulandum control frame, or the display 
itself must be rotated in unison. Rotating the display affects the human/display 
relationship, as shown later, and has limited range before the image is physically 
unviewable. Rotating the robot frame may destroy an intuitive control relationship 
with regards to the robot’s kinematics. For example, if the robot frame was chosen  
 
 

                                                           
6 The subscript i has been dropped because there is only one camera and display. 
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such that one of the axes is aligned with an arm of the robot, the rotated frame 
may alter this relationship.   

Therefore, computationally or physically rotating the manipulandum control frame 
is usually the best choice, although it still has dangers. If the user is holding the 
manipulandum while panning or tilting the camera, then rotating the manipulandum’s 
frame can cause erroneous input. Computational rotation is simple to implement and 
requires no additional hardware, but it may destroy kinematic mapping if the 
manipulandum is kinematically similar to the robot. On the other hand, physical 
rotation requires additional hardware, but it offers visual and haptic feedback of  
the rotation. 

3.2   Control Translation 

Even if the control is rotationally aligned, it may still require mental translations, 
called control translation. Suppose the manipulandum and the perceived robot are 
those in Figure 5, where the frames are oriented the same, but the manipulandum 
is translated to the side. The user needs to mentally translate control inputs from 
the perceived robot to the manipulandum. For example, if the desired motion of 
the robot is up-right-back, then the required input is on a parallel line but 
translated to the manipulandum.  To eliminate control translation, the translation 
matrices must be identical:  

tt D
M

C
R   = .                                                         (7) 

 

Fig. 5.  Single camera and display interface with control translation 

As shown in the literature, mental translation is nontrivial, but not as 
burdensome as mental rotation.  In fact, almost all human-robot interfaces involve 
some control translation, such as along the depth axis of the display (i.e., the 
perceived robot in a physical display cannot be in the exact same location as a 
physical manipulandum). For that matter, depth in the display is hard to quantify, 
because the image is a projection onto the image plane. The user may perceive the 
robot as near (or far) if it appears larger (or smaller) than expected. 

Panning or tilting the camera affects control translation as it did control 
rotation. Panning and tilting move the camera about a center of rotation that is  
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usually not the center of the image plane, so the image plane is rotated and 
translated with respect to world coordinates.7 Thus, the perceived robot translates 
and rotates in the video image. 

In addition, camera zoom affects the control relationship, although it is less 
significant. Zooming a camera (i.e., changing its focal length) changes the scaling 
in its projection: points in space move radially to and from the image’s center. 
That is, the perceived robot changes size and location in the display’s image. 
Therefore, camera zoom (ignoring any cropping effects) is similar to a  
three-dimensional translation of the robot, camera, display, or manipulandum.   

3.3   View Rotation 

The third transformation of interest is the view transformation from human user to 

display, H
DT . The human coordinate frame is defined as always pointing in the 

direction the user is looking, such as at the display. This definition restricts human 
motions to three dimensions: longitudinal and lateral rotation about the display (as 
on a sphere), and translation towards and away from the display (radially).  

Translation of the human frame towards and away from the display (radially), 
without changing the control relationship, does not require any additional mental 
transformations.  Consideration should be given, of course, to the viewable 
distance of the display and its resolution. This also means that the size of the 
display does not affect mental transformations, as long as the display is not so 
large that the user cannot view all of it without turning his head.  

On the other hand, rotation of the human frame about the view (longitudinally 
and laterally) is important. This rotation is called view rotation. Suppose the 
human and display are situated as in Figure 6, with the human frame rotated from 
the display’s centerline. Since the image on the display is two dimensional, the 
user sees the same information regardless of angle. The angled image is not of the 
perceived robot from a new angle as it would be if the user moved about the real 
robot. Because of the user’s mental model of the monitor and the depth into the 
image, the image is interpreted (correctly) as a rotated two-dimensional plane. To 
move the robot, the user now must determine the desired robot action in this 
rotated plane, requiring mental rotation of the image8 so they are perpendicular.  
That is, the mental model of the planar image is mentally rotated to determine 
control inputs. To eliminate view rotation, the human’s view axis must be 
perpendicular to the displays plane, at the area of interest. This constraint is 
clearly impractical because it means that as the user changes his area of interest, 
he must translate. Thus, a more reasonable constraint is to place the human on the 
display’s centerline to reduced view rotation. This constraint can be represented 
mathematically by the conditions 

 

                                                           
7 If the center of rotation is the center of the image plane, then the translation component is 

zero. 
8 Or the user, though this appears to be harder (Wraga et al., 1999). 



44 B.P. DeJong, J.E. Colgate, and M.A. Peshkin
 

I  =RD
H  and 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

0

0

0

  

l

tD
H ,                                               (8) 

where l0  is the radial distance from human to display. 

 

 

Fig. 6.  Single camera and display interface with view rotation 

For view rotation, using stereovision is more harmful than using monoscopic 
vision because of “induced stereo movement” (Tyler, 1974; Arthur; 1993). If the 
display is stereoscopic, the image appears three-dimensional when the user is 
looking perpendicular at the screen. Imagine that the image on the screen is a hand 
pointing at the user. When the user is rotated to the side, the two stereoscopic 
images are the same, so the hand still appears to be pointing at the user rather than 
in the original direction. With teleoperation, this means that the perceived robot 
has rotated with respect to the manipulandum. Thus, with stereovision, it is 
necessary that the human remains on the display's centerline. Systems like the 
DaVinci telesurgical robot that rely heavily on stereovision restrict the human’s 
head to a fixed location and orientation (Guthart and Salisbury, 2000).   

3.4   How to Design a Single Camera/Display Interface 

Therefore, there are three relationships of interest, in order of importance: control 
rotation, view rotation, and control translation. The cognitive science literature 
shows that these transformations are mentally taxing, and the human-robot literature 
shows that reducing them can increase task performance (DeJong, 2003). 

In designing an interface with only one camera and one display, the designer 
may wish to position the camera, manipulandum, and video display properly so as 
to eliminate or minimize the control transformations. Given the locations of any 
two of these three components, the designer can calculate the location for the third  
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component that follows Eqs. 6-7. For example, given the camera and display 
locations, there is a specific position and orientation for the manipulandum that 
minimizes the mental transformations. 

Once the control is aligned, the user should be situated on the display’s 
centerline, to follow Eq. 8. 

4   Multiple Camera/Display Interfaces 

Often, human-robot interfaces incorporate more than one camera and display to 
give the user additional visual feedback of the remote worksite. The previous 
single camera/display methods are easily extended to interfaces with multiple 
cameras and displays. 

4.1   Multiple Control and View Relationships 

When an interface involves more than one camera-display pair, the control and 
view alignments are especially important. If the user is using one of the displays 
and it involves mental transformations, he may eventually learn the mapping such 
that control is relatively easy. However, once the user switches attention to a 
different display, the mapping has changed, and he must learn a new mapping. 
Even when switching back to the original display, the user must relearn the 
relationships. This switching and relearning has been shown to be mentally taxing 
(Chiruvolu et al., 1992). 

For example, suppose the interface consists of two displays, as shown in  
Figure 7. This interface has properly aligned manipulandum and perceived robot 
frames for the camera-display on the left. When the user is using the left display, 
control is straightforward: an input on the manipulandum moves the perceived 
robot in the same way. However, when the user attempts to use the display on the 
right, the control is misaligned: an input moves the perceived robot in an 
unintuitive way. 

 

Fig. 7.  An example of a mentally inefficient interface with two cameras and displays 

4.2   How to Design a Multiple Camera/Display Interface 

Designing a mentally efficient interface is more complicated when it involves 
multiple control and view mappings. Each camera/display should independently 
satisfy the control and view constraints mentioned previously.  
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For simplicity, assume that the cameras and robot frames are fixed and known, 
but the displays, manipulandum, and human frames need to be arranged. This is 
often the case. The robot frame is often intelligently chosen for the given 
application and robot kinematics. Similarly, the cameras are often chosen based on 
where they physically can be placed and where they are most beneficial for the 
given tasks. 

The best solution is to align the manipulandum with every perceived robot 
frame simultaneously, by placing the manipulandum and then arranging the 
displays around it such that Eq. 6 is satisfied for each display. If this can be done, 
then the control is aligned for whichever display the user is currently using – more 
importantly, there is no need to learn a new mapping when switching displays. 
Figure 8 shows a two-display teleoperation setup that achieves this. This method 
arranges the displays on a sphere around the user and manipulandum, such as that 
in Figure 9. 

 

Fig. 8.  An example of an aligned interface with two cameras and displays 

 

Fig. 9.  Method of placing displays on sphere around the user 

A constraint that follows from simultaneous alignment is that the relative 
orientation of the displays must be the same as the relative orientation of the 
cameras. For simultaneous rotational alignment of any two displays with the same 
robot and manipulandum (recall Eq. 6),   
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This makes sense: if the two cameras are perpendicular to each other, the displays 
must be perpendicular as well. The camera on the left as viewed from the robot 
(facing the front of the camera) corresponds to the display on the left as viewed by 
the user (facing the front of the display). 

This ideal solution is not always feasible, such as when the aligned location for 
a display is not physically achievable due to space conflicts. When the displays 
cannot be aligned simultaneously, the issue becomes how to enforce alignment for 
the display the operator is currently using. 

One way to accomplish alignment is to perform a transition of the 
manipulandum frame when the user is switching views. In Figure 7, this means that 
when the user switches attention to the display on the right, the manipulandum’s 
frame must be rotated (computationally or physically) to align it with the new 
perceived robot frame. The transition can be initiated from various sources, such as 
eye tracking or the user pressing a key corresponding to the new display. 

Unfortunately, transitioning the manipulandum frame has drawbacks. First, 
rotating it dynamically can cause erroneous motion. Conversely, forcing the user 
to stop inputs during transition increases task time. Second, passive measures of 
attention switching, such as eye tracking, may initiate transition when the user is 
merely glancing between displays. On the other hand, requiring the user to press a 
button when switching adds time and may increase overall mental workload for an 
interface. Third, if the task requires close attention to both views simultaneously 
(e.g., when trying not to collide with multiple objects seen in separate views), 
transition becomes completely infeasible. 

 

Fig. 10.  Method of placing displays facing out from a common point – the ideal of which 
is a hologram 
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An alternative method to placing the displays around the user is to place the 
user and manipulandum around the displays. If the displays can be placed facing 
out from a central point, then the user and manipulandum can be moved around 
the displays while keeping control and view alignment. This method applies if the 
sphere of displays is replaced with a hologram of the robot, in which case a 
kinematically similar manipulandum can be placed physically coincident with the 
perceived robot (see Figure 10).  

4.3   Ergonomics and Camera Motion 

One disadvantage to the arranging the displays as presented in the previous 
section is that the location and orientation for a display that minimizes mental 
transformations may be in an ergonomically poor location. It is possible that a 
display should be placed above or even behind the operator to minimize 
transformations. For example, if two cameras face in opposite directions  
(e.g., front and back or left and right of the robot), then the displays should also do 
so (as in Figure 9). 

5   Argonne Redesigned 

Motivated by Argonne’s past experience with teleoperation, we (the authors and our 
colleagues, including Argonne researchers) established a collaborative testbed for 
improving teleoperation. The remote worksite was located at Argonne and included 
a six-degree-of-freedom robotic arm, two video cameras, and a structured light 
system (Park et al., 2004). The local worksite was located thirty miles away at 
Northwestern University and consisted of a cobotic manipulandum (Faulring et al., 
2006) and two displays with augmented reality. The manipulandum, robot, and  
user interface communicated via Ethernet. The testbed successfully implemented 
reduced mental transformations, structured light sensing, virtual surfaces, cobotic 
technology, and augmented reality aids (DeJong et al., 2006).  

In designing the interface, we carefully arranged the components to minimize 
mental transformations. We positioned the displays around the user with simultaneous 
control alignment using the following steps (see Figure 11). 

First, we placed the cameras at the remote site to provide useful views of the 
robot’s workspace. 

Second, we placed the two displays in front of the user such that the user was at 
the intersection of their centerlines. Doing so minimized view rotation without 
transition needed when shifting from one view to the other. Furthermore, we 
angled the displays to match the angle between the cameras (following Eq. 10).   

Third, we needed to properly position the manipulandum to minimize control 
rotation and translation. Our manipulandum was not kinematically similar to the 
robot, so we had freedom in the computational definition of the manipulandum 
frame. Because of the size and shape of our cobotic manipulandum, we placed it 
on a table between our two displays. Doing so also minimized translational  
 



Mental Transformations in Human-Robot Interaction 49
 

misalignment between manipulandum and perceived robot, i.e., it minimized 
control translation. 

Finally, we needed to orientate the manipulandum frame to eliminate rotational 
misalignment between manipulandum and perceived robot, i.e., eliminate control 
rotation. The manipulandum had an internal reference frame for recording inputs, 

Int , and a computational definition of the manipulandum control frame, RM
Int . 

Using one camera and display, we calculated this definition from Eq. 6, knowing 

RR
C  and RD

Int : 

RRRRR D
Int

R
C

D
Int

M
D

M
Int ⋅=⋅=     .                                      (11) 

The manipulandum recorded inputs, multiplied them by this matrix, and then 
commanded them to the robot. 

The teleoperation testbed showed significant improvement in task performance 
(DeJong et al., 2006). When arbitrary and minimized-transformation interfaces 
were both used by Argonne personnel, they were surprised by how much the 
reduced transformations made human-robot interaction easier. Figure 11 shows 
the mentally efficient interface. 

 

Fig. 11.  Mentally efficient interface for Northwestern-Argonne teleoperation 

6   Conclusion 

Clearly, mental transformations in human-robot interfaces degrade task performance, 
increase the skill required by users, and are mentally tiresome for the user. These 
transformations come from misalignment between manipulandum and perceived 
robot (control rotation and translation), and user and display (view rotation). 

Ideally, human-robot interfaces should be carefully designed to minimize the 
mental transformations.  This can be accomplished through intelligent arrangement 
of the interface’s components, as shown in the sample implementation. Doing so 
makes tasks inherently easier, and can increase task performance.  
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User-Centered HRI: HRI Research Methodology for 
Designers 

M. Kim, K. Oh, J. Choi, J. Jung, and Y. Kim 

Korea Advanced Institute of Science and Technology (KAIST), Republic of Korea 

Abstract. This chapter introduces the field of user-centered HRI, which differs 
from the existing technology-driven approach adopted by HRI researchers in 
emphasizing the technological improvement of robots. It proposes a basic 
framework for user-centered HRI research, which comprises the three elements of 
“aesthetic”, “operational”, and “social” contextuability. This framework is made 
for robot product designers seeking to incorporate user perspectives and needs; it 
is intended to allow easy identification and efficient study of issues in user-
centered HRI design. The case studies introduced in this chapter, all of which are 
based on the aforementioned framework, will facilitate understanding of user-
centered HRI, and create new research opportunities for designers, non-experts, 
and robot engineers. 

Keywords: Human-Robot Interaction, Robot Design, User-Centered HRI. 

1   Introduction 

Thanks to advancements in robotics technology, the groundbreaking results of 
academic research, and the growth of the robotics market brought on by rising 
demand, robotics is moving beyond the realm of engineering and becoming an 
active field of research in the humanities and social sciences. Robot design, in 
particular, is gaining increasing importance as a means of presenting robots, 
commonly regarded as technocentric hardware, to new users as software products 
that combine communication media with services suited for everyday life. 

However, the most urgent cause for vitalizing research into robot design lies in 
the dominant approach taken by existing researchers: because previous work on 
robotics aimed primarily at technological achievement, the focus tended to be 
almost exclusively on enhancing the skills and capabilities of robots from a 
developer’s point of view, rather than on improving user-friendliness. For this 
reason, there are few products that have succeeded in winning market popularity, 
despite that the cognitive and decision-making capabilities of robots have reached 
an astonishing level. To redress this problem, active effort has begun to be 
expended on the study of the social attributes of robots (e.g. Fong et al., 2003; 
Breazeal, 2004; Dautenhan, 1999). Therefore, this chapter focuses on aspects that 
were lacking in the approaches taken by previous technocentric HRI studies: user-
centered HRI is defined to examine the requirements of robot users as well as 
changes in user behavior caused by robots, and a framework for HRI research 
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based on the findings of this examination is proposed. In addition, case studies are 
employed to facilitate an understanding of the framework, and future possibilities 
for research on user-centered HRI are explored. 

2   User-Centered HRI 

Even when two robots are based on the same technology, they can be experienced 
in completely different ways by users depending on the type of interaction system 
they employ. For this reason, interaction design—which, together with character 
design and appearance design, is one of the three elements of robot design  
(Oh et al., 2005)—tends to be weighted above the other two elements, and 
interaction-related factors such as modality, autonomy, and interactivity figure 
prominently among the five properties of social robots mentioned by Bartneck and 
Forlizzi (2004). Therefore, robot designers must not only be proficient in their 
traditional task of appearance design, but also develop a solid grasp of the more 
fundamental issue of HRI. 

 

Fig. 1.  Dual approaches to HRI research: robot-centered HRI and user-centered HRI 

Research on human-robot interaction, or HRI, can be divided largely into two 
approaches: ‘robot-centered HRI’ and ‘user-centered HRI’ (Oh and Kim, 2007) 
(Figure 1). The majority of existing studies on HRI concentrate on how robots 
could be made to effectively perceive, cognize, and act in their given environment 
in order to interact well with humans. This falls under the former category of 
robot-centered interaction research, a perspective typically adopted by robot 
engineers. R. A. Brooks, C. Breazeal, and others at MIT are some of the most 
representative proponents of robot-centered HRI research, which focuses on robot 
control and implementation technologies. Unlike ICRA (International Conference 
on Robotics and Automation) and IROS (International Conference on Intelligent 
Robots and Systems), both established traditional academic conferences on 
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robotics, RO-MAN deals only with specialized research topics relating to HRI. 
However, even the topics presented at this workshop, aside from rare exceptions 
such as “philosophical issues of robot/human coexistence,” “cognitive psychology 
in robot/human interactions,” and “intuitive instruction of robot assistants,” focus 
primarily on how to control robots in order to enhance their recognition and 
perception of humans (Kim and Kim, 2005). 

The second perspective, as mentioned above, is user-centered interaction 
research. This approach prioritizes how robot users perceive and respond to 
robots, and how they adjust their behavior as a result of such response, over how 
robots cognize and accommodate humans. In other words, user-centered HRI 
research can be defined as the study of interaction aimed at enabling robots to 
better assist human users in accomplishing their desired objectives and to provide 
a higher quality of user experience. Today, user-centered HRI research is 
becoming the province of robot designers on the grounds that designers acquire 
and develop specialized knowledge about how users perceive and regard products 
from an overall point of view (Lobach, 1997), and that they prioritize the needs 
and experiences of the user over those of the robot. It is also an area of research 
that robot engineers should explore more actively. Examples of user-centered HRI 
research include the study of emotional bonds or feelings that users develop in the 
course of interacting regularly or closely with robots, and of changes in the value 
of life or the ecology of other products (Forlizzi, 2007a) brought on by the 
infiltration of robots into everyday existence. 

3   HRI Research Framework for Designers 

Because the objective of designers researching user-centered HRI diverges from 
that of robot engineers, the very definition of the problem needs to be 
differentiated. This means that a differentiated outline and framework for research 
tailored to designers must first be developed. Thus, this chapter examines the 
respective research elements covered by robot engineering and robot design, and 
integrates the two to propose a set of research elements distinctive to HRI design, 
i.e. the research field of user-centered HRI. 

3.1   Research Elements in Robotics Engineering: P, C, A 

Research elements in robotics engineering can be divided largely into three 
categories based on the graduate curriculum of the Robotics Institute at Carnegie 
Mellon University: 1) sensor technology, which allows a robot to perceive its 
external environment; 2) AI technology, which enables a robot to cerebrate using 
the wide-ranging information and knowledge databases thus perceived, and to 
autonomously control its various components; and 3) actuator technology, which 
endows a robot with mobility and the capacity for action. Also conducted is 
comprehensive research on the mathematical correlation of these three elements. 

When these research elements are mapped onto the cognitive process humans 
carry out in response to their environment (Norman, 1988; Card et al., 1983), 
sensor technology corresponds to ‘perception’, AI technology to ‘cognition’, and 
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actuator technology to ‘action.’ When an intelligent robot equipped with such a 
system communicates with human beings, the model for this communication can 
be schematized as shown in Figure 2 (Kim and Kim, 2005).  

 

Fig. 2.  P.C.A model for HRI 

In the above model, the human user and the robot, each possessing the ability for P 
(perception), C (cognition), and A (action), follow the PCA cycle as they alternate 
between independent and interdependent action. Human-robot interaction thus occurs 
when the two PCA cycles overlap, resulting in communication. The zone in which 
this interaction event occurs can be termed the ‘human-robot interface.’  

3.2   Research Elements in Design  

In order to link the research elements of robotics engineering—i.e. P, C, and A—
with the research elements of product design, it is necessary to examine the 
background characteristics distinctive to the academic discipline of product 
design. According to studies by the pioneers of design, the objects of research can 
be divided into “the determinate” and “the indeterminate”; whereas the study of 
science falls under the former heading, design can be defined as the study of the 
indeterminate through invention and creation (Buchanan, 1995; Swann, 2002; 
Cross, 2001; Simon, 1969). 

Rather than concentrating on the changing objects or media of design, design 
researchers must focus on the mental process, or flow of thought, involved in how 
we change or create objects and media. Richard Buchanan (1995) saw this mental 
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process as a rhetorical one, and proposed the sequence known as the “4 orders of 
design,” consisting of signs and images, physical objects, actions and services, and 
ideas and systems (Figure 3). Buchanan’s attempt reflects the understanding that 
design research must regard its objects as more than mere objects, by 
contemplating their fundamental nature and characteristics. 

 

Fig. 3. Matrix of abilities and disciplines in design (Modified from Buchanan, 2001) 

3.3   Research Elements in HRI Design 

Each of Buchanan’s four orders constitutes a specialized area of design (Figure 3). 
When restricted to the research elements of HRI design, “signs and images” and 
“physical objects” can together be mapped onto “aesthetic contextuability,” while 
“actions and services” and “ideas and systems” can be mapped onto a robot’s 
“operational contextuability” and “social contextuability,” respectively. In short, 
when HRI is recast in light of the research elements of design, perception can be 
linked to “aesthetic contextuability,” action to “operational contextuability,” and 
cognition to “social contextuability.”  

First, “aesthetic contextuability” is intimately related to the information that is 
exchanged in the very first moments of interaction between human and robot. In 
terms of a user-centered approach, interaction research centering on aesthetic 
contextuability can be defined as the study of how users experience and respond to 
the external aspects of a robot’s makeup, such as shape, color, material, sounds 
and vibrations, size and proportions, etc. which are first seen, heard, and felt 
through the user’s five senses. In the robot design process, aesthetic 
contextuability is dealt with partially during the appearance design stage, but it is 
not restricted to a single element of robot design. Form, which constitutes the core 
element of aesthetic contextuability, indirectly conveys impression and character 
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at the initiation of conversation between human and robot, and affects the 
determination of their method of communication. Therefore, HRI designers must 
not only understand form from the perspective of design, but also from that of 
cognitive psychology. 

Some examples of such research include studies on how robots may become 
“human-like” as a result of certain external factors and on the “uncanny valley” 
hypothesis, as well as studies on formal elements suited to a robot’s specific 
character and role, or on what materials might best befit a robot’s given use. 

Second, “operational contextuability” involves aspects of handling and 
manipulation, patterns of movement, and usability during actual interaction 
between user and robot. Such questions as how the functions served by the robot 
are understood and regarded by the user, and how user-robot interaction fulfills 
the needs of the user both fall under the heading of operational contextuability 
research. Depending on what function a product employs to assist the user’s task, 
and on what method is used to implement a given function, the user can go beyond 
merely having his or her expectations satisfied to experiencing pleasure 
(Hassenzahl, 2002). 

A user’s needs are not fixed; they change according to time, place, and 
situation. If one can ascertain what kinds of desires can be inspired and fulfilled 
by using and interacting with a robot, and apply this knowledge to robot design, it 
will be possible to transform robots into products that can broadly impact the 
public’s everyday attitudes and activities, just as past innovations such as 
automobiles and mobile phones were able to do. 

HRI research on operational contextuability starts with observing and 
understanding how people use robots. Although robots are operated by a user who 
can manipulate its controls, they are distinct from other existing products in that they 
perform their functions autonomously on the basis of user-robot communication or 
identification of environmental factors. For this reason, close examination of the 
perception and attitudes of users regarding the implementation of a robot’s functions 
is imperative for the development of superior robots. 

Third and last, “social contextuability” deals with such social and metaphysical 
values as intimacy, sense of connectedness, significance, worth, trust, and feeling, 
which a user attains as a result of interacting with a robot. Human beings do much 
more than simply perceive, feel, and use products—particularly when it comes to 
products like robots, which are made to execute human functions, have 
conversation skills, and express emotion. Research on social contextuability thus 
covers modifications in role assignment caused by the placement of a robot in a 
human user’s everyday environment, changes in living patterns as examined in 
Forlizzi’s study (2007b), changes to product value including product attachment 
(Mugge et al., 2008), and so on. 

Characteristics such as those mentioned above are not so much inherent in 
robots themselves, as produced through the intermingling of past knowledge, 
experience, and cultural habits during a user’s interaction with a robot. Therefore, 
studying these social and metaphysical characteristics requires an understanding 
of the sociocultural context surrounding users and robots, as well as an 
anthropological and qualitative approach to research. 
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The three research elements of HRI design examined thus far are aligned with 
the three levels of design (visceral, behavioral, and reflective) mentioned by 
Norman (2004), and with the three ways (aesthetically, functionally, symbolically) 
in which people collect and use products, as mentioned by Forlizzi (2007a). This 
classification, however, remains basic at best; it would be impossible to divide all 
research on HRI design accurately into these three categories. Still, it is possible to 
position studies covering aspects of these research elements in varying proportions 
upon a continuous triangular plane whose three axes are constituted by the three 
elements (Figure 4). 

 

Fig. 4.  The research elements of HRI design: Keywords in the inner circle imply main 
issues of following case studies (Chapter 4)  

3.4   Research Framework for HRI Design 

Because creating a robot requires enormous investments of time and money, 
prototyping methods have been proposed as a way to make robot research easier 
and more efficient for general researchers including designers, as opposed to robot 
engineers (Bartneck, 2004). 

User-centered HRI research, unlike robot engineering, does not seek to discover 
specific functions explaining how HRI affects the perception and behavior of robots 
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and users. Rather, it aims at analyzing user perception and its resultant responses, as 
well as the user requirements that ensue. This means that by clearly specifying the 
research objectives and effectively setting the independent variables for research, 
HRI studies can be carried out successfully even with prototypes of relatively low 
fidelity.  

One way to study the three research elements covered in Section 3.3 is to 
employ the three kinds of prototypes mentioned by Yang (2004). First, to study 
aesthetic contextuability, it is necessary to manufacture a “look and feel” 
prototype. This prototype needs to recreate sensory stimuli closely approximating 
those provided by the actual robot, including visuals and sound.  

Second, to study operational contextuability, a “function prototype” needs to be 
created. A function prototype is a prototype made to perform functions similar to 
those of the actual robot; it thus needs to be able to execute the functions intended 
by the designer and identify relevant user behavior. Type-To-Speech (TTS) and 
Wizard of Oz (WOz) are two techniques that can be used for this purpose  
(Gould et al., 1983). This type of prototype allows for research on task execution, 
such as human-robot collaboration and puzzle solving.  

To study the third element of social contextuability, “role prototypes” are 
needed. This type of prototype is used to acquire an understanding of usage 
context, through the utilization of storyboarding or scenario techniques. Social 
contextuability is a relatively more difficult field to research than the above two, 
and can only be studied through insightful analysis based on long-time observation 
of human-robot interaction. However, when the goal and scope of research is 
restricted to a clear-cut, peripheral problem, using a role prototype to have a user 
virtually experience and imagine usage situations can allow a researcher to identify 
user responses or requirements in terms of social contextuability.  

 
Fig. 5. Prototypes and elements for HRI research 
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These three prototypes and elements for HRI research can be schematized into 
an HRI research framework, as shown in Figure 5. This framework can not only 
facilitate the understanding of user-centered HRI, but also help novice researchers 
wishing to take a user-centered approach including designers, define HRI 
problems, and set research areas and methodologies. 

4   User-Centered HRI Design Case Studies 

This chapter is intended to help readers form a more concrete understanding of the 
proposed user-centered HRI design framework by introducing several research 
case studies that employ this framework. Case studies pertaining to the three 
categories of HRI design enumerated above—i.e. aesthetic contextuability, 
operational contextuability, and social contextuability—are presented below, with 
summaries of background, objectives, methodologies, and results. 

4.1   Case Studies on Aesthetic Contextuability in HRI 

4.1.1   Matching Proper Materials to the Role Images of Teaching Assistant 
Robots for Elementary School 

The purpose of this case study was to extrapolate role images for a teaching 
assistant robot suited to elementary school students by focusing on one specific 
element of robot appearance: the materials used to manufacture a robot. This study 
presupposes that external materials constitute an important factor influencing the 
effective expression of a robot’s role. The main topic of inquiry in this study, the 
materials forming a robot’s exterior, falls under the heading of “aesthetic 
contextuability” in terms of user-centered HRI research; the significance of this 
study lies in its focus on “materials,” an element of a robot’s exterior that had 
heretofore been neglected by researchers. A robot’s shape, color, and other basic 
elements of design have been addressed in previous studies as factors that can 
influence human-robot interaction (HRI). However, material—despite being an 
important element, along with shape and color, in the design development of 
robots—has been largely overlooked in HRI research thus far. Nonetheless, the 
materials that constitute a robot’s exterior are closely connected to communication 
by touch as well as by sight; it is thus an element that deserves increasing attention 
as robots continue to be incorporated into the everyday living spaces of  
human beings. 

The main purpose of this case study was to match materials with specific 
groups of adjectives relating to a robot’s given role. Using a robotic platform with 
a simple structure and function, a wide range of materials including metal, glossy 
plastic, matte plastic, wood, fabric, and rubber were applied to the platform 
exterior to develop robot prototypes for testing (Figure 6). A prototype endowed 
with such form and function, known as a “look and feel” prototype, is a 
representative variety of prototype used in HRI research involving aesthetic 
contextuability. The tasks to be carried out by the test subjects were set through  
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the robots’ eye and head movement and through simple dialogue; while carrying 
out these tasks, the subjects were asked to evaluate the degree to which each 
robot’s material accorded with its role image (adjective group) as a teaching 
assistant robot. 

 

Fig. 6. Look and feel prototype used in the experiment 

This case study was limited by its use of materials with colors unique to each 
material; further observation that separates touch-based cognitive responses to the 
material from visual cognitive responses to color is needed in future. Nonetheless, 
it clearly demonstrates that material can be an important factor in robot design for 
the effective expression of a robot’s given role. Above all, this case study is 
valuable for its presentation of practical HRI research results that can be 
referenced by actual designers in the process of robot design development. 

4.1.2   A Study on External Form Design Factors of Teaching Assistant Robots 
for Elementary School 

The purpose of this case study was to identify the factors of a robot’s physique 
that effectively express an image appropriate to a teaching assistant robot, and 
thereby propose guidelines for the external form design of teaching assistant 
robots. Like the study examined in 4.1.1, this study also has the ultimate goal of 
developing an optimal design for teaching assistant robots; instead of “materials,” 
however, it focuses on a robot’s “physique.” 

Prior to the experiment, images related to the role of teaching assistant robots 
were canvassed through textual research and a factor analysis, and eight factors of 
physique for teaching assistant robots were extracted from among the diverse 
factors that compose the human physique. Using these factors as variables, various 
3D external form samples were created for testing. 

These 3D robot models were projected in life size against the inner wall of the 
laboratory (Figure 7); they were viewed by children—the main user group for 
teaching assistant robots—who then filled out a questionnaire gauging their 
response to each model’s physique. Whereas the study examined in 4.1.1 created 
physical look and feel prototypes, this study utilized 3D models that exist only in 
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software form. However, it adopted an innovative new method for the use of “look 
and feel” prototypes: to maximize the subjects’ sense of the 3D models’ volume 
and presence, animation of each prototype in 360-degree rotation was created, and 
the models were presented in full life-size projection. 

 

Fig. 7. 3D robot models presented in full life-size projection 

The experiment results showed that the ratio of head length (vertical) to the 
body, height, ratio of chest circumference, and waist circumference were related to 
role images for teaching assistant robots. They further demonstrated that height 
and waist were particularly important, with waist circumference having a high 
correlation to all role images. To convey a gentle and kind image, for instance, the 
ratio of head length needed to be adjusted in relation to waist circumference. 

Based on the results of analyzing the relationships among various factors of 
robot physique, this study proposed guidelines for designing the external form of 
teaching assistant robots. As such, this work does more than research the 
development of a particular type of robot, i.e. teaching assistant robots; rather, the 
methodology described in the study proposes new guidelines that can be used to 
research the development of new external forms for robots with different 
functions, uses, and user bases. 

4.1.3   A Study on an Emotion Eliciting Algorithm and Facial Expression for 
Designing Intelligent Robots 

Many humanoid robots that express emotion through facial expressions have been 
developed thus far. While it is easy to find HRI studies dealing with technical 
factors related to robot behavior, including facial expressions, it is relatively 
harder to find works, like the current case study, that rigorously address the 
perspective of the user who must interact with and use robots face-to-face. This 
case study can be classified as user-centered HRI research that focuses on the 
user’s cognitive response to—and assessment of—robots. 

The process of changing from one facial expression to another takes time, and 
the length of this process is affected by the type of emotion being expressed as 
well as by the strength of the external stimuli driving the expression change. The 
degree of “naturalness” conveyed by the robot’s facial expression changes 
according to the dynamic between these factors, which in turn affects the 
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“humanness” or “humanlike-ness” a human user feels when faced with a robot. 
This is the hypothesis informing the case study examined here (Figure 8). The 
study also falls under the heading of research on aesthetic contextuability, and, 
like the preceding examples, uses “look and feel” robot prototype s to test its 
experimental hypothesis. 

 

Fig. 8. The intermediary status of facial expression 

As the technology for enabling robots to express emotion becomes increasingly 
sophisticated, the “humanness” of robots naturally increases as well. However, 
when the objective is to realize facial expressions under limited technological and 
budgetary conditions, enhancing the naturalness of the robot’s emotional 
expression can be one way of increasing its humanness. This particular case study 
focuses on external form—specifically, elements relating to a robot’s face and 
expressions—as a factor that increases humanness. 

In this case study, four human expressions (anger, happiness, sadness, surprise) 
were selected for re-creation. A robot prototype capable of realizing these four 
expressions through alterations in the shape of its eyes and mouth was developed 
and used for experimentation. The main outcome of the study was the 
identification of the duration of facial expression change appropriate to each 
emotion, achieved by measuring the humanness of the robot as perceived by the 
subject in relation to the length of time required for the robot to change its facial 
expression. The relationship between the robot’s emotional characteristics and 
facial expressions illuminated in the study suggests the need for more in-depth 
HRI research on a broader range of physical elements for emotional expression 
besides facial expressions. Above all, it supports the argument that the definition 
and classification of emotional models suited to robots, and of the corresponding 
tools and methods of expression, are needed to enable smooth human-robot 
communication and enhance a robot’s capacity for task execution. 

4.2   Case Studies on the Operational Contextuability of HRI 

4.2.1   A Study on Humanoid Robot’s Gesture Design 
Among the many competitive advantages possessed by humanoid robots, the 
ability to gesture plays a particularly crucial role in enabling more intuitive and 
abundant communication during human-robot interaction. Gesture design also has 
a large impact on the determination of a robot’s personality. However, there is as 
yet insufficient user-centered design research on what specific roles a robot’s  
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gestures serve during actual interaction with a human being, how gestures reflect a 
robot’s personality, and what kinds of gestures are appropriate to the nature of 
various tasks. In this context, the current case study had three primary objectives: 
1) to identify the impact of gestures in HRI, 2) to design a robot’s personality 
through gesture design, and 3) to propose personality designs appropriate to the 
nature of various HRI tasks. 

To achieve these goals, several experiments were conducted using an actual 
humanoid robot platform as a function prototype. The robot used in the 
experiments was a wheel-type humanoid robot named Amiet. The size, speed, and 
frequency of its upper-body movements—i.e. head, arm, and waist gestures—
could be controlled; speech generation was enabled using TTS (text to speech) 
technology. Although Amiet was not developed specifically for this study, it was 
conducive to effectively designing the experiments in question, since it was a 
general humanoid type suitable for research relating to robotic gesture design. 
However, for optimized control of the various elements, human-robot dialogue 
scenarios and the corresponding speech and gestures were newly prototyped using 
the WOz technique (Figure 9). 

 

Fig. 9. Experiments using the humanoid robot platform 

The discoveries made through the current case study are as follows: First, 
robotic gestures were found to have a stronger impact than speech when it came to 
effectively communicating meaning to human users; it was also found that a lack 
of consistency between gesture and speech left a negative impression on the user. 
Second, a robot’s personality could be appropriately expressed, and perceived by 
the user, by controlling the size, speed, and frequency of its gestures. Third, 
depending on the type of personality derived from gesture design, there were 
different HRI tasks that were found to be contextually appropriate. 

In conclusion, this case study effectively carried out experiments from the 
perspective of user-centered design by utilizing a function prototype to enable a 
fundamental understanding and application of humanoid gesture design, and 
provided for more intuitive usability through such experimentation. It further 
confirmed the operational contextuability of implementing gesture-based HRI 
design that is advantageous to the user’s tasks. 
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4.2.2   Design of the Anthropomorphic Sound Feedback for Service Robot 
Malfunction 

With the advancement of research fields related to service robots, human-robot 
interaction is taking on a more complicated aspect. As a result, users sometimes 
fail to understand System or structure of the robot and thus they are unable to 
respond appropriately to malfunction of robot. If an error occurs in a robot 
equipped with a powerful actuator, the user could even be placed in unexpected 
danger. Therefore, there is a strong need to look into the feedback design for the 
effective communication of such error situations (Lee et al., 2010). The majority 
of existing studies on robot feedback design address usability during normal 
operation; research on feedback for malfunction remains insufficient as yet.  

The current case study aimed at applying anthropomorphic elements to 
feedback design for the malfunction of service robots, and at ascertaining the 
effects of such application on usability. It also attempted to discover how usability 
provided by anthropomorphic feedback differs according to the level of 
seriousness for errors. The cleaning robot, which has recently come into the 
spotlight as a commercialized everyday robot, was selected as the medium for 
achieving the goals of the experiment; to effectively control the various 
experimental factors, a function prototype possessing the external appearance of 
existing cleaning robots was created. All other elements were omitted from the 
prototype, besides the speaker, wheel motor and the wireless transmitting module 
and thus it could be controlled remotely just for the experimental purpose. For the 
scenario in which the cleaning robot was working normally, the sound of a 
vacuum cleaner played to induce the test subject to perceive that the robot was in 
cleaning operation. For malfunction situations, both anthropomorphic and non-
anthropomorphic sound feedback was prototyped for two different levels of 
seriousness. Non-anthropomorphic feedback was simply mechanical sound while 
the anthropomorphic feedback did not have any linguistic functions and thus it 
sounded like higher animal such as dogs, dolphins and etc. Subjects evaluated the 
usability of feedback in each situation provided by the prepared scenarios in terms 
of its effectiveness, efficiency, and satisfaction. Video analysis of each subject’s 
actions was also carried out (Figure 10). 

 

Fig. 10. Experiments using a function prototype of cleaning robots 

The findings of this study can be summarized as follows: 1) Anthropomorphic 
sound feedback was more effective to communicate general errors than its  
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non-anthropomorphic counterpart. 2) When the level of seriousness was high, 
short and clear mechanical sound was more effective, since the situation demands 
urgency. 3) Therefore, it was clear that appropriate feedback design differed 
according to error type. As these findings illustrate, this study emphasized that 
response to error situations must be considered from the perspective of  
user-centered design, rather than through a technology-driven approach. 

For credible incorporations with various robots, HRI design studies are 
responsible for developing the effective strategy to deal with a wide range of 
malfunctions of the robots. The conclusions derived from this case study provide 
inspiration regarding a new role for user-centered HRI design as a means of 
overcoming the negative aspects of HRI error that are bound to be experienced 
through the daily use of robots in the future. 

4.2.3   Application of Unexpectedness to Behavioral Design for the 
Entertainment Robot 

As products become increasingly intelligent, users have begun to expect 
pleasurable communication that goes beyond the effective execution of a 
product’s given function. The most representative approach for enabling a product 
to provide pleasure to human users is interaction design for entertainment. Since 
robots can be seen as occupying the extreme end of the spectrum of intelligent 
products, they are naturally being required to provide entertainment to users. 
However, despite Sony’s development of a variety of entertainment robots, 
including AIBO, QRIO, and Rolly, there are few instances of robot products that 
have been deemed successful. This is likely due to the fact that the design of robot 
behavior is severely limited as yet: the novelty effect of robot products quickly 
wears off as a result. 

The current case study thus aimed at introducing unexpectedness to the 
behavioral design of entertainment robots. To this end, it specified three categories 
of unexpectedness and the methods used to express each type of unexpectedness, 
as well as the behavioral factors needed to generate a sense of fun. Based on these 
aspects, the study ascertained through experimentation how each type of 
expectation disconfirmation differently affects user perception. 

 Experiments were designed and carried out in two stages. In the first 
experiment, brief videos of robot behaviors expressing various types of 
unexpectedness were shown to the subjects, then they evaluated each behavior in 
terms of novelty, enjoyment, familiarity, performance, reliability, and satisfaction. 
This method, used to evaluate human-robot interaction scenarios, can be 
categorized as a video-based function prototype supported by study of Woods 
(2006), which showed that both video and live demonstrations produced virtually 
identical result values. The second experiment examined how the user’s 
impression of, and satisfaction with, the robot differed according to the behavioral 
factors of unexpectedness. For effective experimentation, Robosapien V2, a toy 
robot currently on the market, was selected as a physical function prototype. 
Robosapien is a humanoid type robot measuring approximately 55cm; the 
actuators for its leg and arm joints can be controlled manually. The experiment  
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consisted of direct interaction between subject and robot using the WOz technique 
in accordance with various specified scenarios; the subjects perceived and 
evaluated the robot’s behavior (Figure 11). 

 

Fig. 11. Experiments using a humanoid toy 

Based on the results of the study, explanations of user experience by type of 
unexpected behavior were presented, and behavioral design guidelines by target 
user were proposed. Such user-centered design knowledge points to an active role 
for HRI design that goes beyond simply providing improved usability through 
robot behavior, to aim ultimately at giving pleasure to human beings.  

4.3   Studies on the Social Contextuability of HRI 

4.3.1   Interaction Design of Teaching Assistant Robots Based on 
Reinforcement Theory 

This case study is aimed at examining whether reinforcement theory, a brand of 
behaviorist learning theory, can be effectively applied to teaching assistant robots. 
Interaction systems were designed variously by robot type on the basis of 
reinforcement theory, and student’s interactions with each robot type were 
observed. The process of student-robot interaction was recorded on video and in 
observation logs; these were used for a post-experiment analysis. After the 
experiments were completed, the changes wrought in student behavior by each 
robot type and the impressions received by students from the robots were analyzed. 

Educational robots, which were the object of this case study, have been shown 
to convey a friendlier image than other media in assisting children’s learning, and 
to be particularly effective in motivating young children (Han et al., 2006;  
Kanda et al., 2004). For this reason, they are garnering attention as a useful 
educational medium. However, to introduce robots to the educational scene, one 
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must do more than simply use robots in education; it is necessary to apply various 
existing theories on education to the interaction design of robots, and to verify the 
effects by conducting studies involving children. 

In the current case study, robots embodying three types of role models based on 
reinforcement theory—“Ching-chan-ee(rewarder)”, providing positive reinforcement; 
“Um-bul-ee(punisher)”, providing negative reinforcement, and “Sang-bul-ee(twofer)”, 
providing both positive and negative reinforcement—were designed to examine 
changes in the interaction context of users. Test participants were required to interact 
with all three types of robots in a designated educational context, i.e. solving math 
problems, and were asked afterward to check their impression of and preferences for 
the various robots through interviews and questionnaires (Figure 12). 

 

Fig. 12. Experiments for ascertaining the effects of role models for teaching assistant robots 

This study demonstrated the need for teaching assistant robots in educational 
environments; it also proved that a student’s impression of and preferences for 
teaching robots can vary according to the type of reinforcement used. 
Furthermore, regarding HRI research methodologies, it advocates the need not 
only for studies on user-robot interaction contexts in the field and in virtual usage 
environments, but also for those focusing on the relationship between user and 
robot. 

4.3.2   Interaction Design of Teaching Assistant Robots Based on 
Reinforcement Theory 

The purpose of this case study was to carry out a comparative analysis of the 
childcare-related behaviors of dual-income and single-income families, and to 
propose design guidelines for childcare robots tailored to each type of household. 
Unlike the studies examined in the preceding sections, the current study did not 
observe user-robot relationships in a laboratory environment, but rather observed 
actual behaviors in the field by visiting dual-income and single-income families 
selected for the study and analyzing journals kept by the users themselves. 
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This study canvassed the needs that arise in the interactions between mother 
and child either between user and product through in-depth interviews, home 
tours, and childcare journals. In the interviews, basic information relating to 
childcare, including the parents’ personal information, the average amount 
expended on childcare, and educational facilities used, were obtained. In addition, 
questions on everyday childcare in dual-income and single-income families were 
posed, with clear distinction between weekday and weekend activities. After the 
interview, home tours were undertaken to observe and photograph the products 
and environments used for childcare within the home. In addition, the mothers of 
the various families were asked to keep a childcare journal over a one-week 
period, in which they stated their satisfaction level for each activity recorded and 
the product used at the time, along with the corresponding reasons. 

The experiment results showed that needs relating to time and schedules, 
communication, and playmates arose more frequently in dual-income families, 
while needs relating to emotional communication were more frequent in single-
income families. Needs relating to monitoring occurred with similar frequency in 
both types of families. Based on the needs thus observed, design guidelines for 
childcare robots capable of fulfilling such needs were devised. This study 
contributes to robot design research by showing that childcare robots need to be 
endowed with differing characteristics according to usage environment, family 
makeup, living pattern, and espoused values. 

4.3.3   Focus Group Interview for Designing a Growing Robot 
This case study aimed at observing long-term interaction between humans and 
their non-human counterparts for the purpose of designing a growing robot. To 
analyze interactions between a human and a physically changing, growing 
counterpart, focus group interview with people who keep puppies, plants, or 
products emulating plants was conducted. 

Although most HRI studies focus on immediate responses caused by immediate 
perception, the novelty effect stemming from immediate interaction between 
human and robot drastically decreases once curiosity toward a new robot has 
dissipated. Therefore, sustained long-term interaction is needed to supplement this 
novelty effect and strengthen the social bond between a human user and a  
social robot. 

In this case study, focus group interviews were conducted on subjects who keep 
a variety of growing animals and objects (dogs, cats, Flip Flops, etc.), and the 
interviews content was geared to gauge how the subjects’ sense of closeness to 
their pet, plant, or plant substitute changed through time. This change, along with 
raising information, stimuli, and condition of the pet or plant, was mapped onto a 
graph as shown below (Figure 13). 
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Fig. 13. Changes in the user’s sense of closeness by object of relationship 

The study arrived at the conclusion that people form special feelings for 
growing things or creatures, and see them as providing psychological stability, 
enjoyment, and recreational diversion. It also found that unexpected incidents and 
anticipated situations have a great impact on a user’s actions and the sense of 
attachment he or she feels. Based on these results, this study can be said to have 
significance as basic research for the development of long-term interaction design 
between human users and growing robots. 

5   Conclusion 

Until now, robots have existed primarily as objects of experimentation within 
laboratory settings. However, robotics research is ultimately aimed at enriching 
the quality of life for human beings. Therefore, the need for realistic user-centered 
HRI design research is being raised as a means to create robots capable of 
fulfilling roles as helpers and partners for humans in everyday life. This chapter 
examined the definition, function, and methodology of user-centered design 
research, which supplements the robot-centered technological development that 
heretofore formed the main method of research on human-robot interaction (HRI). 
User-centered HRI design research focuses on the user’s senses, behaviors, and 
values in looking at design problems; this focus can be divided into the three 
elements of aesthetic contextuability, operational contextuability, and social 
contextuability. Accordingly, this type of research uses intuitive approaches that 
employ “look like,” “function,” and “role” prototypes, which users can actually 
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feel, communicate with, and judge. For each field of design addressed in user-
centered HRI research, this chapter introduced the purpose, method, and results of 
representative case studies. Looking at recent trends in HRI research, it is possible 
to discern a transition from studies dealing with aspects of immediate sensory 
experience to those focusing on actions and behaviors; in the future, increasing 
emphasis will be placed on issues of value. None of the case studies introduced 
above are confined exclusively to the realm of aesthetic, operational, or social 
contextuability. This is because robots, by nature, perform interactions that are 
always accompanied by all three aspects. In the end, to design robots that can 
coexist naturally and usefully with humans in everyday life, a harmonious balance 
must be struck among the three elements of HRI research identified in this study. 

The field of HRI research is so profound, extensive, and complicated that a 
human being engaging in such research may be compared to a creator making a 
creature, or robot, in his or her own image. For this reason, the boundaries 
between academic disciplines must be increasingly lowered and researchers in 
engineering, design, and the humanities must come together to ponder the many 
problems that remain. 
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Abstract. Mixed reality, as an approach in human-computer interaction, is often 
implicitly tied to particular implementation techniques (e.g., see-through device) 
and modalities (e.g., visual, graphical displays). In this paper we attempt to clarify 
the definition of mixed reality as a more abstract concept of combining the real 
and virtual worlds – that is, mixed reality is not a given technology but a concept 
that considers how the virtual and real worlds can be combined. Further, we use 
this discussion to posit robots as mixed-reality devices, and present a set of 
implications and questions for what this implies for mixed-reality interaction with 
robots. 

Keywords: Human-robot interaction, mixed reality, human-computer interaction. 

1   Introduction 

Mixed reality is a popular technique in human-computer interaction for combining 
virtual and real-world elements, and has recently been a common technique for 
human-robot interaction. Despite this popular usage, however, we argue that the 
meaning of “mixed reality” itself is still vague. We see this as a challenge, as there 
is a great deal to be gained from mixed reality, and a clear definition is crucial to 
enable researchers to focus on what mixed reality offers for interaction design. 

 In this paper, we attempt to clarify the meaning of mixed reality interaction, and 
follow by relating our discussion explicitly to human-robot interaction. In short, we 
propose that mixed reality is a concept that focuses on how the virtual and real 
worlds can be combined, and is not tied to any particular technology. Based on our 
definition we posit that robots themselves are inherently mixed-reality devices, and 
demonstrate how this perspective can be useful for considering how robots, when 
viewed by a person, integrate their real-world manifestation with their virtual 
existence. Further, we outline how viewing robots as mixed reality interfaces poses 
considerations that are unique to robots and the people that interact with them,  
and raises questions for future research in both mixed reality and human-robot 
interaction. 
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2   Considering Boundaries in Mixed Reality 

Mixed Reality – “Mixed reality refers to the merging of real and virtual 
worlds to produce new environments and visualisations where physical 
and digital objects co-exist and interact in real time.”1 

The above definition nicely wraps the very essence of what mixed reality is into a 
simple statement – mixed reality merges physical and digital worlds. In contrast to 
this idea-based perspective, today mixed reality is often seen as a technical 
implementation method or collection of technologies. In this section, we attempt 
to pull the idea of mixed reality away from particular technologies and back to its 
abstract and quite powerful general essence, and highlight how this exposes some 
very fundamental, and surprisingly difficult, questions about what exactly mixed 
reality is. In particular, we show how robots, and their inherent properties, 
explicitly highlight some of these questions. 

We start our discussion by presenting research we conducted (Young and 
Sharlin, 2006) following a simple research question: given mixed reality as an 
approach to interaction, and, robots, we asked ourselves: “if we completely ignore 
implementation details and technology challenges, then what types of interactions 
does mixed reality, as a concept, enable us to do with robots?” In doing this, we 
forced ourselves to focus on what mixed reality offers in terms of interaction 
possibilities, rather than what we can do with a given implementation technology, 
e.g., a see-through display device, or the ARToolkit 2  tracking library. We 
formalized this exploration into a general idea for mapping such an interaction 
space, and presented exemplary techniques (Young and Sharlin, 2006) – we 
present the core of this work below, where the techniques serve as interaction 
examples to be used throughout this paper. 

2.1   The Mixed Reality Integrated Environment (MRIE) 

Provided that technical and practical boundaries are addressed, the entire three-
dimensional, multi-modal real world can be leveraged by mixed reality for 
integrating virtual information. One could imagine a parallel digital, virtual world 
superimposed on the real world, where digital content, information, graphics, 
sounds, and so forth, can be integrated at any place and at any time, in any 
fashion. We called such an environment the “mixed-reality integrated 
environment”, or the MRIE (pronounced “merry”) (Young and Sharlin, 2006), and 
present it as a conceptual tool for exploring how robots and people can interact 
using mixed reality. Specifically, we used the MRIE as a technology-independent 
concept to develop a taxonomy that maps mixed-reality interaction 
possibilities (Young and Sharlin, 2006), and used this taxonomy to devise specific 
interaction techniques. For our current discussion, we quickly revisit two of the 
interaction techniques we proposed in our MRIE work: bubblegrams and thought 
crumbs (Young and Sharlin, 2006). 

                                                           
1 http://en.wikipedia.org/wiki/Mixed_reality, retrieved 11/11/09. 
2 http://www.hitl.washington.edu/artoolkit/ 
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Bubblegrams – based on comic-style thought and speech bubbles, bubblegrams 
are overlayed onto a physical interaction scene, floating next to the robot that 
generated it. Bubblegrams can be used by the robot to show information to a 
person, and can perhaps be interactive, allowing a person to interact with elements 
within the bubble (Figure 1). 

 

Fig. 1. Bubblegrams 

Thought Crumbs – inspired by breadcrumbs from the Brothers Grimm’s Hansel 
and Gretel3, thought crumbs are bits of digital information that are attached to a 
physical, real-world location (Figure 2). A robot can use these to represent 
thoughts or observations, or a person could also leave these for a robot to use. 
These can also perhaps be interactive, offering dynamic digital information, or 
enabling a person or robot to modify the though crumb.  

 

Fig. 2. Thought crumbs, in this case a robot leaves behind a note that a person can see, 
modify, or interact with later 
                                                           
3 http://en.wikipedia.org/wiki/Hansel_and_Gretel 
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2.2   Basic Implementation 

Our original bubblegrams implementation (Figure 3) uses either a head-mounted 
or a tablet see-through display, where the head mounted display setting was used 
for viewing only, and interaction was only possible through the tablet setting. 
Using a vision algorithm, the location of the robot is identified in the scene and 
the bubble is drawn on the display beside the robot. A person can interact with the 
bubble using a pen on the tablet PC (Young et al., 2005). 

 

Fig. 3. Bubblegrams see-through device implementation 

Few would argue that this is a mixed-reality system, as it fits a very common 
mixed-reality implementation mould – see-through display with computer 
graphics superimposed over real-world objects. However, consider the case where 
an interface designer does not want to use a bulky hand-held display and opts to 
replace the graphical bubbles with, perhaps, a display attached to the robot. This 
display would show the exact same information as in the prior interface but would 
not require the person to carry any actual equipment – is this still mixed reality?  

Perhaps the designer later decides to replace the display with a series of pop-
out cardboard pieces, with a clever set of retractable cut-outs and props – possibly 
mounted on springs to add animation effects. While we concede that there are 
important differences with this approach, such as a greatly-reduced level of 
flexibility, this display still represents digital, virtual information and 
superimposes it in the real world in much the same way (conceptually) as the 
previous method – is this still mixed reality? 

The thought crumbs implementation (Figure 4) uses RFID tags for messages, 
where the physical tag itself denotes the location of the message, and the message 
information is stored within the tag. The tags also have human-readable outward 
appearances, and are supplemented with infrared lights so the robot can locate the 
tags from a distance (Marquardt et al., 2009). In a similar effort, Magic Cards  
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(Zhao et al., 2009), paper tags are used by both the person and the robot. A robot can 
leave representations of digital states or information at meaningful real-world 
locations as paper printouts, and can read cards left by people, enabling a person to 
interact with the robot’s virtual state through working with physical cards. 

 

Fig. 4. RFID Thought Crumbs implementation 

Our original thought crumbs discussion (Section 2.1) introduced it as a mixed-
reality interaction technique, and in both the implementations shown here virtual 
information (pending robot commands, system state, robot feedback, etc) is 
integrated into the physical world through their manifestations. Overall the core 
concept of the interaction is the same as the original idea, but are these 
implementations, without any superimposed visual graphics, mixed reality?  

The above discussion highlights how easy it is to draw lines on what kinds of 
interaction or interfaces count as mixed reality, based solely on the 
implementation technology. We fear that this can serve as a limiting factor when 
exploring mixed-reality techniques for interaction with robots, and argue that 
mixed reality should not be limited to or limited by any particular technology, 
implementation technique, or even modality (graphics, audio, etc). We see the 
concept of mixed reality itself as a very powerful approach to interaction, one that 
can serve as motivation for a plethora of interaction techniques and possibilities 
far beyond what is possible by the current technical state-of-the-art.  

3   Defining Mixed Reality 

Should mixed reality be viewed as an interaction device or mechanism, similar to 
a WiiMote or a tabletop? Or as an implementation tool such as C# or ARToolkit4 

                                                           
4 http://www.hitl.washington.edu/artoolkit/ 
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that enables the superimposing of computer graphics via a display device onto the 
real world? Is mixed reality limited to particular modalities, such as graphics, or,  
can it include other modalities such as sound or haptic interaction? Or, is mixed 
reality a more-general approach, such as ubiquitous computing, that spans particular 
implementations, tools, or modalities? 

The common-use definition of mixed reality is difficult to pinpoint, but we 
believe that it is summed up by our earlier quote (Section 2). Note that this 
definition itself reveals a muddled stance. On the one hand it clearly describes the 
general idea of merging of real and virtual worlds. On the other hand, it explicitly 
focuses the definition toward the modality, “visualizations”. This limits and 
shapes the perspective offered by the definition, where we argue that mixed reality 
transcends the modalities. 

3.1   Milgram and Kishino 

In 1994 Milgram and Kishino presented what is considered to be a seminal 
discussion of mixed reality (Milgram and Kishino, 1994). This paper’s self-
proclaimed primary contribution is a taxonomy of graphical, visual displays, and 
as such the tone of the paper surrounds mixing graphical and real-world 
environments. 

 On closer inspection, however, the theoretical discussion of the paper, 
including the well-known “virtuality continuum”, leaves the visual focus behind 
and is careful to abstract to the more general case. They say mixed reality is 
combining “real” objects, those that have an “actual objective existence”, with 
“virtual” objects, those objects which exist “in effect, but not formally or 
actually.” Further, the authors directly state that their focus on visual displays is 
largely related to the current state of technology, and outline that, as technology 
allows, mixed reality will include, for example, “auditory displays” and “haptic 
displays” (Milgram and Kishino, 1994). Below we attempt to relate this broader 
view of Milgram and Kishino’s model to current state of the art in tangible, 
physical and robotic interaction. 

3.2   Mixed Reality and Tangible-User Interfaces 

Much of the work in tangible computing revolves around the observation that we, 
as computer users, are simultaneously living in two realms: the physical one and 
the virtual one. Tangible user interfaces, then, are devices that are designed to 
“augment the real physical world by coupling this digital information to everyday 
physical objects and environments” (Ishii and Ullmer, 1997). 

A modality-independent, general definition of mixed reality can be applied to a 
number of interaction approaches, with physical/tangible interaction being a 
straightforward extension. Strong parallels can be found between the motivation 
and meaning behind tangible-user interfaces and the general mixed reality 
approach of combining the virtual and the physical. Particularly if we discard the 
technology used or the communication modality (graphics, haptics, aural, etc) it 
becomes clear that both approaches are similarly attempting to find ways to 
combine the virtual and the real.  
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With this we do not mean to lessen tangibles or to imply any debasement as a 
research area, but to rather bring tangibles, and common understanding of mixed 
reality, under the same general theoretical foundation. We hope that this 
unification can help provide focus to the real challenges (and real contributions) 
that are being faced by these fields. Particularly, we are interested on focusing on 
interaction, more specifically human-robot interaction, and not any particular 
implementation tools or technologies. 

3.3   Revisiting the Meaning of Mixed Reality Interaction 

We see mixed reality as the concept of meshing the virtual and physical worlds 
into one interaction space. If we accept this definition, then there is an immediate 
problem of scope. For example, would not a mouse, as it couples physical input to 
virtual cursor state, or even a monitor, which gives a real view (via the photons it 
emits) of a virtual space, be a mixed reality device? This wide scope raises the 
question of how this broad definition can be useful or even desirable. 

Mixed reality, as a concept, helps to push thinking toward the combination 
between the virtual and the real. It is useful as a sensitizing concept, or as tool to 
explicitly focus on the point of meshing. While the mouse is an amazingly 
successful interface in general, mixed reality highlights the mouse’s limitations to 
mesh the virtual and the real – the link is unidirectional (no inherent physical 
feedback from the virtual world) and limited to the mouse’s two-dimensional 
relative movements. 

As another example, the Magic Cards interface described above (Zhao et al., 
2009) uses physical print-out cards as a representation of a robot command or 
feedback message. Mixed reality points out that the paper (and printer) is the 
medium and sole contact point for bridging the virtual and the physical, and 
pushes us to consider how real information (e.g., location, real-world tasks) and 
virtual information (e.g., robot commands, robot feedback) can be linked through 
this interface. The same analysis applies for the thought crumb implementation 
presented earlier, (Marquardt et al., 2009), where RFID tags couple digital 
information with a particular real-world location (denoted by the location of the 
tag itself). 

While this wide scope may sometimes make it difficult to draw lines on what 
mixed reality constitutes, thinking of interaction as mixed reality is useful as a tool 
that explicitly pushes us to consider the mapping between virtual objects, views, 
or states and the real-world and physical manifestations. 

3.4   What Mixed Reality Provides 

The idea of mixed reality as we present it provides only a simple, overarching 
perspective on interaction and is itself a very limited tool for examining, 
describing, and exploring interaction. That is, our approach does not supplant 
existing frameworks, categorizations, or interface design practices. Rather, mixed 
reality is a point of view from which existing tools can be applied. 
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For example, we do not consider how to approach interaction or interface 
design or evaluation, in either the real or virtual worlds. Existing design 
philosophies, heuristics, and so forth, still apply; mixed reality points toward the 
meshing point between the virtual and the real. 

Further, we do not discuss how such a meshing point could be considered, 
targeted, mapped, and so forth, as this is already an active area of work in HCI. 
For example, mixed-reality work like Milgram and Kishino’s virtuality 
continuum (Milgram and Kishino, 1994), tangible computing work such as 
Sharlin et al.’s consideration of input-/output-space coupling (Sharlin et al., 2004), 
or even by concepts such as Dourish’s “embodied interaction,” where the meaning 
of interaction (and how interaction itself develops meaning) is considered within 
the tangible and social real-world context (Dourish, 2001). Our approach on 
mixed reality shows how work such as this can be brought together under a 
common conceptual foundation. 

To summarize, we view mixed reality not as a given technology or technique 
but as an interaction concept that considers how the virtual and real worlds can be 
combined into a unified interaction space. Therefore, rather than trying to decide 
if an interface incorporates mixed reality or not, we recommend that mixed reality 
itself be used as a tool to help directly consider the convergence points where the 
virtual and real meet. 

4   Robots and Mixed Reality 

So far, most of the mixed-reality discussion in this paper could be applied without 
any particular concern for robots. In this section, we outline how robots bring 
unique considerations to the table for mixed reality. 

4.1   Agency 

Robots are unique entities in that they have clearly-defined physical, real-world 
manifestations, can perform physical actions, and can act with some level of autonomy 
– this sets them apart from other technologies such as the PC (Norman, 2004). These 
real-world actions can easily be construed as life-like, and people have a tendency to 
treat robots similar to living entities, for example by anthropomorphizing, and give 
robots names, genders, and ascribe personalities (Forlizzi and DiSalvo, 2006; Sung et 
al., 2007). As part of this, people have been found to readily attribute intentionality and 
agency to robots and their actions. While people attribute agency to, e.g., video game 
characters and movies (Reeves and Nass, 1996), robots’ real-world abilities and 
presence give them a very distinct, physically-embedded sense of agency that sets 
robots apart from other technologies.  

 In some ways, then, interacting with a robot has similarities with interacting 
with an animal or a person (Young et al., 2008a). The robot itself is seen as an 
independent, capable entity, and there is a sense of ownership and responsibility 
that ties the interactions with the robot, and the results of the interactions, back to 
the robot “entity” itself. 
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4.2   Mixed-Reality Entities 

Robots are mixed reality entities, simultaneously virtual and real. They are virtual 
in that they are, essentially, a computer with virtual states, abilities, calculations, 
and a wide range of data in any number of formats. They are real entities in their 
physical manifestation, where they can interact with the world through this 
manifestation, both manipulating the world (output) and sensing it (input). As 
such, we argue that robots are, by their very nature, mixed-reality entities, as a 
large part of what makes them a robot is how they span the virtual and real  
worlds – the robot itself is a direct coupling of the virtual and the real. 

Robots, as mixed reality interfaces, have a very explicit coupling between their 
virtual and real components. Due to agency, the various (virtual and real) 
components of the robot are directly attributed to (perhaps owned by) the 
individual, underlying conceptual agent (robot). The agent itself is directly tied to 
both the physical and virtual manifestations. This series of connections, supported 
by agency, means that interacting with robots is fundamentally different from 
interacting with interfaces that do not have agency; we attribute our interactions 
with the virtual and physical components directly to the underlying agent. 

5   Discussion 

We have argued for a wide view on mixed reality, and that robots themselves are 
inherently mixed-reality devices. What exactly this implies for human-robot 
interaction with mixed reality is not yet clear, and this is an important area for 
future consideration. In this section, we outline a few particular questions and 
challenges raised by this framing that we feel are important to consider. 

Ownership and Boundaries – the consideration that robots have a strong sense 
of agency, coupled with their explicit, physical manifestation, raises questions of 
ownership and boundaries. For one, robots can (through technical means) claim 
ownership and enforce interaction constraints on mixed reality elements (Young 
and Sharlin, 2006). However, does this idea of robot / non-robot / human 
ownership of mixed-reality entities and items make sense to people in practice? If 
so, how can such ownership be mitigated and organized? Does this relate to 
concepts of virtual ownership we are familiar with, such as file permissions, 
private blogs, or even online finances? Similarly, are their implied boundaries in 
both the physical world and virtual worlds surrounding the robot as they may 
surround a living entity, such that, even without explicit ownership, people are 
careful about interacting in the robots personal space? Finally, is there a 
conceptual difference between the robot’s mixed-reality thoughts (observations, 
etc), and ones drawn from the larger virtual world, such as the internet? 

Agency – robots are not the only mixed-reality entities to have agency, with a 
simple example being animated, graphical mixed-reality characters. In this paper 
we argue that robotic agency is unique for various reasons, but this stance needs to 
be investigated further: is robot agency different enough from animated mixed-
reality characters to merit special consideration? We are currently exploring this 
through comparing an animated system (Young et al., 2008b) to a very similar 



10 J. Young, E. Sharlin, and T. Igarashi 
 

robotic system (Young et al., 2009). Further, if this is the case, what does this 
difference mean for the design of and interaction with mixed-reality interfaces? 
Following, the above personal-space concerns explicitly apply to the physical 
body (and perhaps any virtual manifestation) of the robot – do people have 
reservations about meddling with the robot itself as they may have for animals or 
people? 

Interaction – if robots are simultaneously virtual and real entities, then what 
does this mean for mapping interaction with the robot? For example, is there a 
difference between on-robot-body techniques, such as embedded displays, direct 
haptic interaction (e.g., handshake), or robot sounds, and off-body techniques, 
such as projected displays, or thought crumbs left behind? How can people 
interact with these different types of interfaces? 

6   Conclusion 

In this chapter, we made the argument for moving the ideas of mixed reality away 
from the constraints of any particular implementation method or technique, or 
interaction modality – mixed reality is simply the mixing of the virtual and the 
real. Robots, then, fall under this wide perspective as inherently mixed reality 
devices that simultaneously exist in both realms. This perspective enables us to 
focus directly on the points of meshing between the virtual and the real, and the 
interface challenges and decisions related to making this meshing happen the way 
we want it to. 

There are still many questions and challenges to be answered surrounding this 
outlook. Viewing robots as mixed reality devices does not change what we can do 
with robots, but it does provide us with a perspective that highlights how a robot 
exists both in the virtual and real realms, and, we hope, encourages us to consider 
what this means for interaction.  
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